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FOREWORD

This publication, the Final Evaluation Report Sybase SQL Server Version 11.0.6 and Secure SQL
Server Version 11.0.6, is being issued by the National Computer Security Center under the authority
of and in accordance with DoD Directive 5215.1, “Computer Security Evaluation Center.” The purpose of
this report is to document the results of the formal evaluation of Sybase SQL Server Version 11.0.6 and
Secure SQL Server Version 11.0.6 database management systems. The requirements stated in this report
are taken from the National Computer Security Center Trusted Database Management System
Interpretation of the Trusted Computer System Evaluation Criteria, dated April 1991.

Approved:

John C. Davis 3 March 1997

Director, National Computer Security Center
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EXECUTIVE SUMMARY

The SQL Server Version 11.0.6 and Secure SQL Server Version 11.0.6 database management systems (DBMS)
executing on the Hewlett Packard HP-UX BLS version 9.09+ operating system (OS) have been evaluated
by representatives from the National Security Agency (NSA). In order to establish a rating, the security
features of SQL Server Version 11.0.6 and Secure SQL Server Version 11.0.6 running on this operating system
were examined against the requirements specified by the National Computer System Center Trusted
Database Management System Interpretation of the Trusted Computer System Evaluation

Criteria (TDI) [39], dated April 1991.

The trusted Hewlett Packard OS is a general-purpose time-sharing system previously evaluated to meet the
B1 requirements of the Trusted Computer System Evaluation Criteria (TCSEC). It includes security
features such as virtual memory and a two-execution-mode architecture, a security audit trail, mandatory
access control, access control lists, secure file import and export, restricted privilege, and administrative
roles.

The evaluation team has determined that, when configured as described in the Sybase SQL Server Se-
curity Administration Guide [32] and Sybase Secure SQL Server System Administration Guide
[26], and the HP-UX BLS trusted system administration documents, the composite Trusted Computing Base
(TCB), consisting of the SQL Server or the Secure SQL Server and the OS platform, may be configured to
satisfy the specified requirements in the TDI for classes C2 or B1, respectively.

A system rated as a C2 class system provides a TCB that implements the following:

e User identification and authentication to control general system access;

e Discretionary access control to protect objects and allow users to distribute access to those objects as
appropriate; and

e Auditing to enforce general user accountability.

In addition to these features, a Bl class system provides mechanisms to enforce a mandatory access control

(MAC) policy.

The SQL Server and Secure SQL Server provide traditional relational database abstractions (e.g., databases,
tables, rows) as well as integrity features such as triggers, stored procedures, and declarative referential
integrity. Both products run in a client-server mode and conform to the requirements of the U.S. National
Institute of Standards and Technology for certification of the FIPS 127-2 standard (ANSI SQL 92). Both
the SQL Server Version 11.0.6 and Secure SQL Server Version 11.0.6 use the Sybase implementation of the
Structured Query Language (SQL), called Transact SQL, which extends the functions provided by SQL to
incorporate such extensions as user-defined datatypes and column default values. Mandatory access control
support is added to the SQL Server to produce the Secure SQL Server.

SQL Server Version 11.0.6 and Secure SQL Server Version 11.0.6 are marketed and supported by Sybase,
Inc. The evaluated versions of the DBMS are Sybase SQL Server Version 11.0.6 and Sybase Secure SQL
Server Version 11.0.6, both of which were released in December 1996.
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Chapter 1

Introduction

In March 1995, the National Security Agency (NSA) began a product evaluation of the Sybase SQL Server
Version 11.0.6 and Secure SQL Server Version 11.0.6. This report is the culmination of the evaluation
team’s analysis of the security features and assurances provided by the composite Trusted Computing Base
(TCB) comprising: the Sybase SQL Server Version 11.0.6; the Sybase Secure SQL Server Version 11.0.6;
or any combination of these Servers executing as one or a set of subjects (trusted subjects, in the case of
the Secure SQL Server), on an Hewlett Packard HP-UX BLS version 9.09+ operating system platform. The
evaluated configurations are an HP-UX BLS operating system platform with: (1) the Sybase SQL Server,
(2) the Secure SQL Server, (3) a combination of multiple SQL Servers, (4) a combination of multiple Secure
SQL Servers, or (5) a combination of SQL Servers and Secure SQL Servers. All configurations run in a
client-server environment on a single host.

This report gives evidence and analysis of the security features and assurances provided by Sybase. It
documents the evaluation team’s understanding of the system’s security design and appraises its functionality
and assurance against the National Computer Security Center Trusted Database Management
System Interpretation of the Trusted Computer System Evaluation Criteria’s C2 and B1 security
requirements. Material for this report was gathered by the NSA evaluation team from documentation,
interaction with system developers, and security testing.

1.1 Evaluation Process Overview

The NSA evaluation process has three phases: Pre-Evaluation, Evaluation, and Rating Maintenance Phase
(RAMP). Pre-evaluation begins when the vendor submits a product proposal for review. The proposal is
reviewed in relation to market potential, security design, and state-of-the art technology. Products deemed
appropriate candidates for evaluation proceed to the next step in pre-evaluation: Technical Assessment (TA).
During a TA, the vendor demonstrates that the product design and evaluation evidence are complete. The
purpose of the TA is to determine the degree of advice assistance that might be necessary before the product
is ready to begin evaluation. The TA team is composed of experienced evaluators who provide a quick
assessment of the vendor’s readiness for evaluation. Depending upon the results of the TA, a vendor will
receive advice or complete an Intensive Preliminary Technical Review (IPTR). An IPTR, if successful, allows
NSA to initiate a product evaluation.

Evaluation is an analysis of the hardware and software components of the product which includes system
training, security analysis, and review of the design, user, test, and Rating Maintenance documents. The
evaluation team uses the documentation to produce an Initial Product Assessment Report (IPAR) that is
reviewed by a Technical Review Board (TRB). The evaluation team briefs the TRB on the product’s security
architecture and its plan to perform security testing on the product. After the evaluation team performs
security testing on the product, the results are included in a revised IPAR called the Final Evaluation
Report (FER). The evaluation team presents the results of testing at the Final TRB meeting and the TRB
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makes recommendations about the product’s entry on the Evaluated Products List (EPL). The RAMP is
a mechanism for a vendor to maintain the TCSEC rating of a product throughout its life-cycle. During
RAMP, the vendor works with the NSA Technical Point-of-Contact (TPOC) to discuss proposed changes
to the evaluated product. The Vendor Security Analyst (VSA) performs a security analysis of the product
changes as they occur. All security-relevant changes are presented to a TRB, which proposes to NSA
management approval of the changes or recommends further actions to be completed by the vendor. Once
all changes are approved, an entry is made on the EPL and the FER is updated.

1.2 Sybase Product History

Sybase, founded in 1984, introduced the first high-performance database management system (DBMS) de-
signed specifically for network-based client-server computing. The Sybase SQL Server is multi-threaded and
designed for reliability and high performance. Reliability is enhanced by the Backup Server, a high per-
formance backup system that helps customers manage and restore databases and logs. The candidate C2
product is the commercial version of the SQL Server.

The Sybase Secure SQL Server was developed by adding mandatory access control to the SQL Server. The
Secure SQL Server DBMS has been in production since 1987 and has been installed in customer sites since
1990. Both the C2 and Bl products were evaluated on the HP-UX BLS platform. Sybase plans to add
platforms in the RAMP program.

1.3 Document Organization

This report consists of ten chapters and four appendices. Chapter 1 is an introduction. Chapter 2 describes
the composite TCB security policy and architecture. Chapter 3 discusses the operating system requirements
and interface specifications for the SQL Server Version 11.0.6 and Secure SQL Server Version 11.0.6. Chapter
4 presents the product’s software architecture. Chapter 5 discusses the product’s security architecture in the
context of security functional requirements. Chapter 6 discusses the assurance associated with the SQL Server
and Secure SQL Server. Chapter 7 provides the mapping between the C2 requirements specified in the TDI
and the C2 configuration features that fulfill those requirements. Chapter 8 provides the mapping between
the B1 requirements specified in the TDI and the Bl configuration features that fulfill those requirements.
Chapter 9 provides a discussion about product features that fulfill requirements beyond C2 and B1. Chapter
10 provides specific evaluator comments concerning the SQL Server and Secure SQL Server. The appendices
contain the evaluated software components, the Evaluated Product List entries, an acronym list, and the
document references,

1.4 Conventions

The italic type style is used for system processes, system stored procedures, database names, and system table
names. Document titles, operating system commands, utility programs, sensitivity labels, user permissions,
and data structures are in the bold type style. Transact-Structured Query Language (TSQL) statements,
and commands are in the SMALL CAPITALS type style. The terms KB, MB, and GB refer to kilobytes,
megabytes, and gigabytes, respectively.
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The SQL Server Version 11.0.6 and Secure SQL Server Version 11.0.6 will be henceforth be known as the
Server. All references to Server can be assumed to apply to both the SQL Server Version 11.0.6 and Secure
SQL Server Version 11.0.6 products. If a description is specific to one product, a note will be made. The
term “C2 DBMS” refers to the SQL Server product. Similarly, the term “B1 DBMS” refers to the Secure
SQL Server product.

1.5 Terminology

There are several Sybase-specific terms that are used throughout this report. The model database is used by
the Server as a template when creating new user databases. The master database is used to hold templates of
all system tables needed by user databases and to additionally store some system-wide tables. The temporary
database or tempdb is used to store temporary user objects including temporary tables and work tables.
There are two types of temporary tables: persistent between Server sessions, and non-persistent. Persistent
temporary tables exist until the Server is re-booted or the Table Owner (TBO) drops the temporary table.
Non-persistent temporary tables exist until the Server session ends or the TBO drops the table. Only
persistent temporary tables are sharable between distinct subjects. Work tables are internal tables used by
the Server to perform intermediate result processing. There is no external interface to work tables. Unless
otherwise noted, the term kernel refers to the DBMS kernel. The sybase user and group names refer to
specific names chosen by the administrator to accomplish certain administrative functions.
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Chapter 2
Composite Trusted Computing Base

The composite Trusted Computing Base (TCB) comprises the Server and the Hewlett Packard HP-UX BLS
operating system (OS). The evaluated configuration is one or more instantiations of the Server running in a
client-server environment on a single HP-UX BLS platform with one or more Backup Servers on the same
platform.! The OS is the more primitive TCB subset because the Server relies on it to enforce portions of
its security policy and to provide the Server with services and abstractions to implement the DBMS and its
objects. Figure 2.1, page 6, The Composite TCB, shows the relationship between the two TCB subsets. The
remainder of this chapter provides an overview of database-specific terminology and describes the security
policy and architecture of the composite TCB. This report focuses on the DBMS subset and its interface to
the OS; for a description of the OS subset, see the Hewlett Packard Final Evaluation Report [3].

2.1 Server Database Management System Concepts

The Server is a relational database management system. A relational database management system is a
collection of OS application programs that facilitate the process of defining, constructing, and manipulating
databases for various “real world” applications. A database is a collection of data, which is a set of known
facts that can be recorded and related in some manner to a given entity.

Defining a database involves specifying the type of data to be stored in the database. Constructing the
database is the process of storing the data itself on some storage medium that is controlled by the DBMS.
Common uses of databases include such functions as querying the database to retrieve specific data, updating
the database to reflect changes in the “real world” being modeled, and generating reports derived from the
data.

The Server implements the relational data model. The relational data model represents data in a database
as a collection of tables or relations that are accessed through a query language based on relational calculus.
The Server implements relations in a database as tables of data items organized into rows and columns. To
create a database is to create a set of tables. Tables are defined by table schemas, which are templates of
the data to be stored in the table that the schema defines. The schema contains a set of column descriptions
that are associated with a given instance of the entity being modeled. Each column of a table stands for
one attribute, characteristic, feature, or fact that is true of the topic of that table. Table schemas have
information such as the name of the table, column names, data types for column values, and constraints
that column values must meet (e.g., not NULL, greater than 10, alphanumeric). Tables are populated with
rows. Each row of a table stands for one instance of the topic of the table and comprises the set of values
associated with the columns that are defined in the table schema.

Once a database is accessed, database operations are performed on tables. The relational model supports
three fundamental operations: selection, projection, and join. The select operation is used to choose a subset

1The team did not analyze or test the migration of the product from untrusted versions.
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Untrusted Software
Sybase DBMS

Trusted OS

Figure 2.1. The Composite TCB

of rows in a table. When issuing a select, a user selects rows from a table based on certain criteria, directing
the DBMS to retrieve only rows that meet those criteria. A projection on a table retrieves certain columns
from that table leaving others aside. This is often used in conjunction with the select operation; selecting
specific rows, but retrieving only the values of certain columns of interest from those rows. Joins provide
the mechanism for a requester to concatenate related information found in two or more tables. The Server
provides the ability to manipulate and manage databases and tables through the Transact-Structured Query

Language (TSQL).

Users can uniquely identify a table by adding other names that qualify it: the database name and owner’s
name. Each of these qualifiers is separated from the next by a period (for example: database_name.owner.table_
name). Users can omit the intermediate elements in a name and use dots to indicate their positions, as long
as the Server is given enough information to identify the object: database_name..table_name. Users need not
use the database name or owner name to reference their own objects in the current database. The default
value for owner is the current user, and the default value for database is the current database. If a user
references an object without qualifying it with the database name and owner name, the Server tries to find
the object in the current database among the objects the user owns.

If a user omits the owner name and the user does not own an object by that name, the Server looks for
objects of that name owned by the Database Owner (DBO). A user must qualify objects owned by the DBO
only if the user owns an object of the same name, but want to use the object owned by the DBO. However,
a user must qualify objects owned by other users with the user’s name, whether the user owns objects of the
same name or not.

Through its implementation of SQL, the Server provides services (common to most DBMSs) to manipulate
data in a more flexible and efficient manner. To decrease query search time, the Server supports creation
of indezes on tables, providing quicker access to information in the table. The Server supports user-defined
rules, allowing creators of tables to define the domain or range of data that will be acceptable for a given
column. For example, it may be the case that all values of a defined column must be greater than zero or
unique in that table. The Server also supports creation and maintenance of views, which are logical tables
derived from other tables. A view does not exist in physical form, but is created through stored TSQL
statements that perform selections, projections and joins on tables in a database to present a specific view of
the database tables. Using this mechanism, users invoke only a single command to execute multiple TSQL
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statements to retrieve specific information from the database. To support multiple users accessing a table,
the Server implements industry standard isolation levels, allowing database users to determine the degree to
which database application programs are isolated from concurrent actions of other programs.

To offer a programming interface, the Server supports transaction processing and cursors. A transaction is a
collection of one or more TSQL statements that are terminated with a commit request. Transactions allow
users to submit TSQL statements to the DBMS with the guarantee that all statements in the transaction
(up to the commit request) will be executed successfully. If for some reason any statement before the
commit request cannot execute to completion (e.g., system crash, semantic error, unavailable resources) the
DBMS will undo (termed a rollback) the statements executed in the transaction to restore the database to a
consistent state. A cursoris a mechanism by which a program making DBMS requests can capture the set
of rows resulting from a query and access any row in this result set without making another TSQL request.
A cursor is created by a program when the program requests the DBMS to open one. A program requesting
a cursor can peruse information placed in the cursor by changing a pointer that points to the current record
(called the current row) and executing a fetch command, which will place the current row in a program
variable in the requesting program.

In supporting the Mandatory Access Control (MAC) policy, sensitivity labels are associated with databases,
tables, views, rows, stored procedures, messages, rules, defaults, and datatypes. The sensitivity labels
associated with databases, tables, and views are referred to as hurdles. When such an object is created, the
hurdle is associated with the structures used by the Secure SQL Server to define the object. After creation,
any attempt to access rows (or other objects) contained in the database, table, or view must also gain the
appropriate access to the database, table, or view structures. For example, an attempt to read unclassified
rows from a table with a hurdle of confidential cannot succeed unless the subject sensitivity label dominates
both the label of the rows and the table’s hurdle. Similarly, an attempt to write an unclassified row to the
same table cannot succeed because the subject’s sensitivity label cannot equal the desired row sensitivity
label and at the same time dominate the table’s hurdle.

2.2 Composite Trusted Computing Base Security Policy

The composite TCB enforces a single security policy that does not allow users to access information for which
they have not been granted authorization. Information in the composite TCB is stored in objects. Access
to information contained in these objects is mediated by the composite TCB on each subject’s request.
Subjects in the OS are UNIX processes; the subjects in the Server are tasks that represent an OS process.
The subset of composite TCB objects provided by the Server are maintained within OS objects that are
protected from non-Server access using OS protection mechanisms. The Server is responsible for managing
access to all DBMS objects.

The Server Discretionary Access Control (DAC) policy augments the OS DAC policy to apply to DBMS
objects. The Server associates an Access Control List (ACL) with each object and performs DAC mediation
based on those ACL entries. As with the DAC mechanism, identification and authentication mechanisms of
the two subsets are also separate. A user must log into the Server each time the user wants to use the DBMS.
In the B1 configuration, the Secure SQL Server associates sensitivity labels with objects but relies on the
OS to provide MAC labels and perform label comparisons. The Secure SQL Server enforces a read-down,
write-equal MAC policy. For more information about the interface between the Server and the OS, see
page 9, “Operating System Environment” and for more details about the Server security mechanisms, see
page 77, “Security Architecture”.
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There are three administrative roles in the SQL Server: System Administrator (SA), System Security Officer
(SSO), and Operator. The Secure SQL Server adds a fourth administrative role, bep_labels_role.  The SA is
responsible for system-wide tasks such as disk management and is DAC-exempt in order to fulfill these tasks.
The SSO is responsible for system-wide security tasks such as establishing user accounts. The Operator role
is needed to perform backup and restore functions. The bepin_labels_role is needed for the user who imports
labeled data into an existing database table. There is also one database-specific role: the DBO. The DBO
is responsible for managing a specific database and its contents. Within the database owned by the DBO,
the DBO is DAC-exempt.

2.3 Composite TCB Architecture

The TCB encompasses both the OS TCB and the DBMS TCB. The DBMS runs in a client-server mode
on a single OS platform. Cooperation between the two subsets ensures overall enforcement of the security
policy. The B1 DBMS TCB is a trusted subject with respect to the OS MAC policy. This means the
DBMS may potentially violate the OS security policy; however, it is trusted to do so only to enforce the
overall composite policy. The C2 DBMS subset does not run with any OS privileges. The DBMS uses the
resources provided by the OS for proper functioning but does not tamper with OS objects. In both the
C2 and BI1 configurations, the OS provides and protects several types of resources for the DBMS. The OS
provides files to the Server to maintain database objects. These files are protected by OS DAC. The OS also
provides shared memory to the Server and protects the shared memory with DAC. The Server uses shared
memory for internal Server processing and data structure storage. Additionally, the OS stores several Server
configuration files and protects those files with DAC. DAC, supported by identification/authentication and
audit mechanisms, provides the protection capabilities for the C2 configuration.

In the B1 configuration, the Server is configured with two special sensitivity labels: Data High and Data
Low. Data High is defined as the sensitivity label in the Server that dominates every other sensitivity
label; Data Low is the sensitivity label dominated by every other sensitivity label in the Server. Both Data
High and Data Low may be any OS-defined sensitivity label between System High and System Low.
The OS protects the files, shared memory, and configuration files provided to the Server at Data High. All
Server executables are stored at Data Low.

The Backup Server component of the Server is used to perform dump and load operations. In the evaluated
configuration, there can be more than one Backup Server. However, all Backup Servers are located on a
single platform along with other portions of the TCB. Both the Server and the Backup Server execute as
separate OS processes and, in the B1 product, run at Data High. OS files containing these executables are
owned by the sybase account with group sybase. The UNIX protection bits are set to rwxr-xr-x for the
SQL Server and to rwx—----- for the Secure SQL Server.

Internal Server data is protected by the Server’s DAC mechanisms and, in the case of B1, MAC mechanisms.
The system databases are owned by the user SA and all have DAC and, in the B1 instance, MAC protections.
The system tables are all owned by the DBO in the database where they reside and are further protected
by turning off the ALLOW UPDATES system configuration parameter as required by the Trusted Facility
Manual (TFM). The system stored procedures are all created and owned by the user SA. The model database
is also owned by the user SA.
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Operating System Environment

The SQL Server runs on Hewlett-Packard’s HP-UX BLS, which was evaluated as a B1 operating system (OS),
and is maintained under the RAMP program. HP-UX BLS is referred to in this report as the underlying OS.
The SQL Server depends on the OS to provide it with an architecture that protects the database entities
and provides communication services.

The SQL Server runs as multiple processes on the underlying OS. Each Server instance runs as one or more
separate processes, each process being referred to as an engine. The Backup Server (page 66, “Backup
Server”) is a process separate from the engines. Communication between engines is achieved primarily
through shared memory segments, a resource provided and protected by the OS.

The SQL Server uses system calls and library routine interfaces provided by the OS, which are described in
Table 3.1, page 10. These system calls and routines are used by the Server for several purposes, including file
and device processing, security functions, shared memory functions, support for named pipes, and process
manipulation.

In the C2 configuration, the SQL Server does not need any privileges to run; it is a proper Trusted Computing
Base (TCB) subset. In the B1 configuration, the Secure SQL Server is designed to operate with minimum OS
privileges. On HP-UX BLS, the Secure SQL Server uses two privileges: allowmacaccess and multileveldir.
The allowmacaccess privilege permits the Secure SQL Server to bypass Mandatory Access Control (MAC).
The Secure SQL Server uses this privilege to perform sensitivity label comparisions, to retrieve information
about sensitivity labels, and to write Secure SQL Server objects down from the OS sensitivity label used
to store all Secure SQL Server data (i.e., Data High) to the sensitivity label of the named pipe associated
with the user’s OS process. The multileveldir privilege is required to create a directory in which clients
can create named pipes and establish connections with the Secure SQL Server.
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| System Call | Purpose |

The Server stores its information in pages provided by the OS in the form of files
and uses the following system calls for accessing its pages:

access Determines if a file/device may be read, written, or executed.
close Closes a file/device.

creat Creates a new file.

flock Applies or removes an advisory file lock.
fentl Modifies file descriptor information.

ioctl Modifies I/O processing information.

Iseek Moves the file descriptor’s data pointer.
open Opens a file/device.

read Reads data from a file/device.

rename Changes the name of a file.

mkfifo Makes a named pipe special file.

fopen Opens a file.

close Closes a file.

mkdir Makes a directory.

opendir Opens a directory.

readdir Reads a directory.

rmdir Removes a directory.

chmod Changes the permission bits on a directory /file.
stat Gets status information about a file/device.
unlink Deletes a file.

write Writes data to a file/device.

The Server uses the following system calls for accessing shared memory segments:

shmat Attaches a shared memory segment to a process’ address space.
shmdt Detaches a shared memory segment from a process’ address space.
shmget Creates a shared memory segment.

shmectl Controls access to shared memory segments.

The Server uses the following system calls to manage its processes:

exit Terminates a process.

execve, execlp, execvp Executes a program file.

fork and vfork Creates a new process.

kill Sends a signal to a process.

sigaction Associates a handler for signal reception.
sigaltstack Allocates a signal stack.

sigemptyset Clears a set of signals.

sigfillset Fills a set of signals.

sigaddset Adds the specified signal to the signal set.
sigismember Tests if signal is a member of the signal set.
sigdelset Deletes a signal from the signal set.

sigprocmask Examines or changes the signal mask of a process.
sigsetmask Sets the signal mask for a process.

sigvec Associates a handler for signal reception.

signal Library function which provides a simplified interface.
wait, wait3, waitpid Waits for a child process to terminate.

Table 3.1. System Calls and Library Routines
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System Call

| Purpose

The Server also uses the following system calls to gather information about the
environment in which it is running:

gettablesize Determines the maximum number of files a process may have open.

getenv Retrieves the value of environment variables passed to a process
when it executed a file.

gethostname Gets the name of the host on which it is running.

gethostbyname Gets the internet address of a host.

getpid Gets the process identifier of the process.

getpagesize Retrieves the memory page size supported by the OS.

getdtablesize Gets the descriptor table size.

gettimeofday Gets the time of day.

getrlimit Controls consumption of system resources.

getpwnam Gets the home directory for an account.

To manipulate and compare sensitivity labels, the Secure SQL Server uses several
library routines and system calls provided by the OS. All of these routines and calls
require the allowmacaccess privilege:

mand_nit

Initialization routine.

mand_ir_relationship

Compares two sensitivity labels.

mandr_to_er

Translates a sensitivity label from internal form (binary) to exter-
nal form (human-readable).

mand_er_to_ir

Translates a sensitivity label for external form to internal form.

mand_ir_copy

Copies an internal form label.

mandar_free

Releases the memory used by a internal form label.

getslabel

Get the label of the process.

statslabel

Get the label of a file.

The Secure SQL Server uses the following system calls to manipulate privileges:

initprivs Initializes the process’ privilege set.
forceprivs Enables privileges.
disableprivs Disables privileges.

The Secure SQL Server uses the following system calls to manipulate multilevel

directories:
sec_setacl Sets the access control list information.
chacl Changes the access control list of a file.
chslabel Changes the sensitivity label of a file.
mkmultdir Creates a multilevel directory.
openmultdir Opens a multilevel directory.
readmultdir Reads a multilevel directory.
closemultdir Closes a multilevel directory.
rmmultdir Deletes a multilevel directory.

Table 3.1. (continued) System Calls and Library Routines

11
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Software Architecture

This chapter describes the architectural components of the Server. First, it provides an overview of all the
architectural components. After this, the Trusted Computing Base interfaces are described. Following that
discussion are detailed descriptions disk management, kernel, internal server services, Transact-Structured
Query Language (TSQL) compilation and execution, access methods, Backup Server, system startup, and
system tables.

4.1 Architecture Overview

The Server executes as an application within the context of the OS. The SQL Server enforces a discretionary
access control policy, while the Secure SQL Server adds support for sensitivity labels and a mandatory access
control policy. All functions of the SQL Server are supported in the Secure SQL Server.

The SQL Server and the Secure SQL Server are based on a client-server architecture as depicted in Fig-
ure 4.1, page 14. Each user is associated with a client process that communicates with a server task via a
communication interface using the Tabular Data Stream (TDS) protocol (see page 16, “TCB Interfaces”).
The Server is multi-threaded; it can handle multiple concurrent client requests. Each client process has a
corresponding task inside a Server. The client process executes on one machine and communicates with a
Server on the same machine.

As shown in Figure 4.2, page 15, the Server is divided into two layers: the kernel layer and the DBMS layer.
The kernel layer manages multiple tasks (a task is a thread within a process) and performs communication
functions and disk I/O, while the DBMS layer performs database functions on behalf of the task. Each
client is associated with a task, and several internal tasks perform specific services (e.g., tasks to write audit
data to disk and tasks to write data to the disk). The DBMS layer manages processing of commands and
SQL statements, accesses data, and manages data on disk devices. The DBMS layer uses resource managers
(described on page 42, “Resource Managers”) to manage physical disk pages while they are in memory and to
initiate long disk I/O operations. It uses the kernel to perform normal disk I/O operations. The organization
of disk-resident data structures is described on page 27, “Disk Management”. All Server tasks share two
distinct areas of shared memory: a kernel area, and a DBMS area. The kernel area contains data structures
relating to task management, while the DBMS area contains caches of database buffers and other resources
used by the DBMS layer of the Server. The kernel is described in detail on page 36, “Kernel”.

The heart of the Server is the DBMS engine that processes TSQL and utility commands and executes stored
procedures. The DBMS engine uses the services provided by resource manager routines and access methods
routines to perform its services. The functions of the DBMS engine are described on page 55, “DBMS Engine
Processing”.

As mentioned earlier, the Server supports two different security configurations: Bl and C2. Each config-
uration contains the same architectural components: shared memory, resource managers, access methods,
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Figure 4.1. The Server’s Architectural Components

Backup Server, and administrative utilities. The following sections discuss each architectural component.

4.1.1 Shared Memory

Shared memory is a large segment of main memory that is shared among multiple Server tasks. Shared
memory is allocated during Server initialization. Also as part of Server initialization, global data structures
are allocated from shared memory and initialized. The resource data structure contains global data for the
Server (e.g., buffers, locks, Descriptor (DES) structures, Process Status Structure (PSS) structures
and audit information). For more information on shared memory, see page 42, “Internal Server Services”.
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Figure 4.2. Logical Architectural Subsystems

4.1.2 Resource Managers

A resource manager is a set of subroutines that manages a particular type of system resource, such as pages
or buffers. The DBMS engine uses these subroutines to manipulate various system resources. Each resource
manager is also responsible for ensuring that any residual data is properly cleared or initialized before re-
allocation. A number of tasks within the Server perform specialized functions. The resource managers, as
well as these specialized tasks, are described on page 42, “Internal Server Services”.

4.1.3 Access Methods

Access methods have two major functions: management of data on disk and manipulation of database
structures such as tables and rows. Access methods are described on page 64, “Database Access Methods”.

4.1.4 The Backup Server

The Backup Server is a set of OS processes. The Backup Server is dedicated to performing backups and
restores for the Server. Clients cannot communicate directly with the Backup Server. Only the Server
or another Backup Server may communicate with a Backup Server. The Backup Server, using the TDS
protocol, receives the request from the Server, performs the desired actions, and returns any data or status
information to the Server. The Backup Server is described on page 66, “Backup Server”.

4.1.5 Administrative Utilities

The Server supports two main utilities: Interactive SQL (ctisql) and Bulk Copy (ctbep). The ctisql
utility is a general-purpose interactive SQL interface to the Server used by administrators to administer the
Server. The ctbcp utility imports and exports data to and from the Server. Both utilities use the TDS
protocol to communicate with the Server.
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4.2 TCB Interfaces

The client/server interface of the Server consists of several layers from the lowest level TDS protocol to the
highest level user applications and administrative utilities. The client/server interface is made up of the
following components:

Tabular Data Stream (TDS) Protocol;
Network Library (NETLIB);
Client Library (CTLIB);
Administrative Utilities:
— ctbcep; and
— ctisql.
Transact-Structured Query Language (TSQL);

The actual TCB interface for untrusted subjects is the TDS Protocol. However, the higher level client /server
interfaces (i.e., ctisql and ctbep) are security-relevant, because the access control policy is defined on objects
that are manipulated through these higher-level interfaces. The ctisql utility is the interface that allows
a user to enter SQL commands to be sent to the Server for processing and displays the returned data to
the user. Trusted administrators need a trusted interface to perform trusted operations such as assigning
passwords or setting user clearance levels. Because it is used by administrators to perform their duties,
ctisql needs to be in the TCB. However, ctisql is not policy enforcing, since SQL commands are sent to the
Server for processing and all MAC and DAC checks are performed by the Server. The administrative utilities
ctbep and ctisql are inside the TCB when used by trusted administrators. When ctisql and ctbcp are
used by untrusted users, the TCB interface is still considered to be the TDS protocol. Figure 4.3, page 17
depicts the layering of the client/server interface and indicates where the TCB interface is for untrusted and
trusted subjects.

The TDS communication protocol is used to transfer requests and responses between the client and a server
or between two servers (e.g., Server to Backup Server). The protocol defines the contents of the network
packets depending on the type of request or response and the version of the protocol being used.

The Network Library (NETLIB) is a set of routines that translates generic network protocol requests such
as connect or send packet into requests that are specific to the OS communications mechanism being used
(i.e., BSD Named Pipes in the evaluated configuration). The NETLIB routines called by the administrative
utilities on the client side are inside the TCB when used by trusted subjects, but not TCB interfaces. The
NETLIB routines used by the Server are also in the TCB.

The Client Library (CTLIB) is an intermediate level that is called by the higher level administrative utilities
and application programs. CTLIB routines generate TDS protocol packets and make calls to the NETLIB
routines. The CTLIB routines called by the administrative utilities are inside the TCB when used by trusted
subjects, but are not TCB interfaces.

With the exception of the part of NETLIB associated with named pipes, all of the libraries are static. The
named pipes part of NETLIB is an OS shared library that is protected with DAC execute-only permission.

The highest level TCB interfaces are the administrative utilities ctisql and ctbep. Commands entered
through the administrative utilities are handled through calls to CTLIB routines. Both trusted and untrusted
users may enter TSQL commands and calls to system stored procedures through the ctisql utility. For
untrusted users, ctisql and ctbep are not considered TCB interfaces, because they could be bypassed by
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composing and sending TDS protocol requests directly from an application program. For untrusted subjects,
the security of the Server does not depend upon the correctness of the higher levels of the TCB interface
on the client side, because TSQL commands are passed to the SQL Server for parsing and processing. All
access control checks based on TSQL commands, system stored procedures, and other higher level interfaces
are made inside the Server.

4.2.1 Tabular Data Stream Protocol

The TDS protocol is an application level protocol used to transfer requests and responses between clients
and the Server. The TDS protocol is half-duplex; once a connection has been established, a complete request
is sent from the client to the Server, after which a complete response is sent from the Server to the client.

A request consists of one or more Protocol Data Units (PDUs) or packets. The size of the PDU is negotiated
at connection time. Each PDU contains a data structure called a PDU header followed by data. The first field
in the PDU header is the PDU Type. The PDU Type indicates whether the request is tokenless or token-
oriented and the version of the TDS protocol that is being used. A tokenless request contains unformatted
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binary data in the data portion of each PDU that makes up the request. A token-oriented request consists
of one or more PDUs with TDS tokens in the data portion of the PDU. Table 4.1, page 18 lists the possible
PDU Types, their numeric values and names, and whether they are accepted before or after login or both.

Three versions of the TDS protocol are supported by the Server. The first version accepts only one type of
PDU: a tokenless PDU with a PDU Type with a numeric value of zero and no name. This type of PDU is
interpreted by the Server as a login request before connection and a language request after connection.’ The
second version of TDS accepts only tokenless PDUs. The Server supports only the PDU types with numeric
values as shown in Table 4.1, page 18. The third version of TDS supports the token-oriented PDU with
a PDU type of 15 or TDSNORMAL. In token-oriented PDU requests, the token type is stored in the first
byte of the data portion of the PDU. Some PDU Types are accepted only by the Server in specific states as
shown in Table 4.1, page 18.

| PDU Type | Value | Request Type | Before Login | After Login |
(none) 0 tokenless yes yes
TDSSQL 1 tokenless no yes
TDSLOGIN 2 tokenless ves no
TDSRPC 3 tokenless no yes
TDSATTENTION | 6 tokenless no yes
TDSECHO 12 tokenless yes yes
TDSLOGOUT 13 tokenless no yes
TDSNORMAL 15 token-oriented | no yes

Table 4.1. PDU Types

Because three versions of the TDS protocol are supported, there are a number of ways to send certain
requests to the Server. TSQL commands may be sent to Server with a token-oriented request of token type
TDS_ LANGUAGE or TDS DYNAMIC. A language request may also be sent by a tokenless request of
PDU Type TDSSQL or by a tokenless with the unnamed PDU Type of value zero. Table 4.2, page 18 shows
different ways of sending the same request to the Server.

Token Type for Token- | Tokenless
Service Requested oriented PDUs PDU Type
TSQL Commands TDS LANGUAGE, | TDSSQL,
TDS DYNAMIC numeric value 0
RPCs TDS_RPC TDSRPC,
TDS_DBRPC TDSSQL,
TDS_ LANGUAGE numeric value 0
Cursor Manipulation | TDS LANGUAGE, | TDSSQL,
TDS_CUR numeric value 0
Echo TDS_ECHO TDSECHO
Logout TDS LOGOUT TDSLOGOUT

Table 4.2. Alternative Methods for Sending Requests to the Server

1 A language request is used for transmitting TSQL commands.
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4.2.1.1 Tokenless Requests

A tokenless request contains unformatted data in the data portion of each PDU that makes up the request.
Table 4.1, page 18 lists the tokenless PDU Types currently accepted by the Server.

4.2.1.2 Token-Oriented Requests

A token-oriented request consists of one or more PDUs with TDS tokens stored in the first byte in the data
portion of the PDU. The PDU Type in the header of each PDU is set to TDSNORMAL. Tokens are followed
by the name of an argument and data that may be interleaved. Length arguments are used to define the
length of the data or the length of an argument such as a datatype, when needed.

Token-oriented requests are accepted only after a connection has been established. TDS tokens are divided
into request tokens and data tokens. Request tokens are used to initiate a request between a client and the
Server. Data tokens are used for communicating between a client and the Server after a request has been
initiated.

The most important TDS request token is TDS LANGUAGE, which is used to send TSQL commands
to the Server. The cursor TDS tokens allow cursor commands to be executed directly without having to go
through the parser. The TDS_DYNAMIC token has several options that support dynamic SQL, a TSQL
feature similar in function to a cursor. Dynamic SQL commands may be prepared and saved for execution
by the client later in a session. The TDS_RPC and TDS _DBRPC tokens execute a stored procedure.
They are also used for sending requests from the Server to the Backup Server. The TDS_OPTIONCMD
token has four subcommands: set an option to a specified value, set an option to its default, client request
for the current setting of an option, and Server response with current setting of an option. The majority
of the options are control options that perform non-security-relevant functions such as return Server time
statistics, show execution plan, set arithmetic exception handling, or change national language. The security
relevant options include SET CURREAD, SET CURWRITE, SET IDENTITY (for modifying the row ID), and sET
ROLE. Request tokens are listed in Table 4.3, page 20.

Data tokens are used for communicating between the client and the Server; they are rejected by the
Server unless they are received after an initial request token. Some data tokens such as TDS_ROW
and TDS_ALTROW are used by the Server to send results of a query to the client. Others such as
TDS_CAPABILITY are sent by the client as a follow-on to an initial request. Data tokens are listed in
Table 4.4, page 21.

4.2.2 Network Library

NETLIB provides a set of routines for performing network operations. The external interface to NETLIB is
a generic set of routines that are called directly. The generic routines then call routines indirectly through a
table for a specific OS communications mechanism. The generic routines implement the concept of a virtual
socket, although the actual mechanism used for client/server communication in the evaluated configuration
is BSD Named Pipes. The specific routines implement virtual sockets using BSD Named Pipes.

NETLIB routines are used on both the client and the Server. NETLIB routines on the Server are in the TCB.
NETLIB routines on the client are in the TCB when they are part of the trusted administrative interface. In
the case of the trusted administrative interface on the client, NETLIB routines are called by CTLIB routines.
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Client to | Server to
Token Description Server Client
TDS_CURCLOSE Close a cursor. yes no
TDS_CURDECLARE | Declare a cursor. yes no
TDS_CURDELETE Delete row through a cursor. yes no
TDS_CURFETCH Fetch from cursor. yes no
TDS_CURINFO Describe cursor; Change cursor characteristics; | yes no
or change cursor fetch count.
TDS_CUROPEN Open a cursor. yes no
TDS_CURUPDATE Update row through a cursor. yes no
TDS_ DYNAMIC Supports dynamic SQL. yes yes
TDS_ECHO Return the same PDU back to the client. yes no
TDS LANGUAGE Send TSQL commands. yes no
TDS_LOGOUT Logout from Server. yes no
TDS_OPTIONCMD Set or report on an option. yes yes
TDS RPC Make Remote Procedure Call (RPC). yes no
TDS_DBRPC RPC > 64KB. yes no

Table 4.3. TDS Request Tokens

The CTLIB routines call the NETLIB routines to establish a connection, to send TDS packets generated by
CTLIB, to receive TDS packets, and to perform other network related functions. When NETLIB routines
are called by untrusted client applications, they are outside the TCB. The generic NETLIB routines are
listed in Table 4.5, page 25.

4.2.3 Client Library

CTLIB provides a set of library routines to allow client applications to set up a connection and communicate
with the Server. CTLIB includes routines that send commands to a Server and others that process the
results of those commands. Other routines set application properties, handle error conditions, and provide
a variety of information about an application’s interaction with the Server.

Versions of CTLIB exist for several programming languages, but only the CTLIB/C routines used by the
ctisql and ctbep trusted administrator interfaces are inside the TCB. CTLIB makes calls to NETLIB, which
makes the operating system calls to set up client/server communication via BSD Named Pipes. CTLIB also
makes calls to the Client/Server Library (CSLIB), which is a collection of utility routines that are useful to
both client and Server applications. All CTLIB applications will include at least one call to CSLIB, because
CTLIB routines use the context structure, which is allocated in CSLIB.

CTLIB uses three basic control structures: the context structure, the connection structure, and the command
structure. The hierarchical relationship between the context, connection, and command structures is depicted
in Figure 4.4, page 26. Through these structures, an application sets up its environment, connects to a
Server, sends commands, and processes results. The context structure is used to define the properties of the
application such as how many connections are allowed and the time-out value. The connection structure
defines the capabilities supported by a particular client/server connection. The command structure contains
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Client to | Server to
Token/Subcommand Description Server Client
TDS_ALTFMT Describe compute data. no yes
TDS_ALTNAME Describe number and name no yes
of compute clause.
TDS_ALTROW Row of data for compute clause. no yes
TDS_CAPABILITY Exchange client/server capabilities yes yes
during connection establishment.
TDS_COLINFO Columns for select in browse mode. no yes
TDS_DONE Indicates end of client command. no yes
TDS DONEINPROC Indicates completion of single no yes
statement in a stored procedure.
TDS_DONEPROC Indicates end of a client command. no yes
TDS_EED Return a text (e.g., error ) message. no yes
TDS_ENVCHANGE Notify receiver of environment yes yes
variable(s) change.
TDS_ KEY Key data; keys are used to determine no yes
the current cursor row position for
update and delete.
TDS LOGINACK Acknowledgment of client login no yes
request.
TDS_MSG Message. yes yes
TDS_OFFSET Keyword offset information. no yes
TDS_ORDERBY Column order information for select. no yes
TDS PARAMFMT Description of parameter data. no yes
TDS_PARAMS Parameter data for Remote Procedure | no yes
Calls (RPCs) and messages.
TDS_RETURNSTATUS | Remote procedure call completion no yes
status code.
TDS ROW Row data. no yes
TDS ROWFMT Format of row data. no yes
TDS_TABNAME Request to list tables no yes
referenced in a result set.

Table 4.4. TDS Data Tokens

the properties local to a command, such as the cursor name, cursor status, and the value of cursor rows.

The following steps make up a simple CTLIB application and demonstrate the use of some of the most

important CTLIB routines:

1. Set up the CTLIB programming environment:

e Invoke cs_ctz_alloc to allocate a context structure;
e Invoke cs_config to set up CSLIB properties in the context structure;
e Invoke ci_init to initialize CTLIB; and
e Invoke ci_config to set up CTLIB properties in the context structure.

2. Define error handling:
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o Invoke ci_callback to install callback routines to handle CTLIB and Server error and informational
messages.

3. Connect to the Server:

Invoke ct_con_alloc to allocate a connection structure;

Invoke ct_con_props to set any properties in the connection structure;
Invoke ct_connect to open a connection to a Server; and

Invoke ct_options to set any Server options for this connection.

4. Send a command to the Server:

Invoke ct_cmd_alloc to allocate a command structure;

Invoke ct_command, ct_cursor, or ct_dynamic to initiate a command;
Invoke ct_param to define any parameters that the command requires; and
Invoke ct_send to send the command.

5. Process the results of the command:

Invoke ct_results to set up results for processing;

Invoke ct_res_info to get information about a result set;

Invoke ct_describe to get information about a result item;
Invoke ct_bind to bind a result item to program data space; and
Invoke ct_fetch to fetch rows.

In addition, the following routines may be called to process a cursor result set:

e Invoke ct_keydata to specify a cursor key value prior to an update or delete; and
e Invoke ct_cursor to initiate a cursor update or delete command.

The ct_compute_info routine is called to process a compute result set such as a total or average value.
6. Finish up:

Invoke ct_cmd_drop to de-allocate the command structure;
Invoke ct_close to close the connection with the Server;
Invoke ct_ezit to exit CTLIB; and

Invoke ct_ctz_drop to de-allocate the context structure.

4.2.4 Administrative Utilities

This section describes ctisql and ctbep. They are both invoked from the UNIX command line.

4.2.4.1 Interactive SQL

The ctisql utility enables users to connect to the Server and execute TSQL commands and stored procedures.
The entire TSQL interface is available through ctisql. When a TSQL command is entered through ctisql,
a CTLIB routine is called to process it. Most of the ctisql command options are not security relevant.
However, the -u and -p options allow the user to specify the username and password, respectively. These
are used to authenticate the user to the Server. If the username is not specified, ctisql uses the current
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user’s operating system login name. If the password is not specified, ctisql prompts for the password.
The Trusted Facility Manual (TFM) directs the administrator not to use the -p option, which allows the
password to be entered on the command line without being overwritten. For Secure SQL Server, single level
subjects are connected at the label of their operating system process (os_session_label). The -M option
allows multilevel subjects to specify their session labels: curread, curwrite, maxread, maxwrite, and
minwrite. See page 93, “Labels” for a description of session labels.

4.2.4.2 Bulk Copy

The ctbep utility is used to import data to or export data from a database table in a user-specified format.
The database table, the operating system file, and in or out must be specified. ctbep out is used for export
and ctbep in is used for import. Most of the command options are not security relevant. However, the -u
and -p options allow the user to specify the username and password, respectively, as part of the command
line. If the username is not specified, ctbcp uses the current user’s operating system login name. If the
password is not specified, ctbep prompts for the password. The TFM directs the administrator not to
use the -p option. The Secure SQL Server must also handle sensitivity labels. When a single-level subject
uses ctbep, the subject is automatically connected to the Server at the label of the subject’s operating
system process (os_session_label). All rows that a single-level subject copies into the Secure SQL Server
acquire the os_session_label as their sensitivity label, and the subject can export only rows whose labels
are dominated by the os_session_label. Multilevel users can use the -M and -labeled command options
to set curread and curwrite as described on page 99, “ctbcp and Label Preservation”.

4.2.5 Transact SQL

TSQL is the SQL language interface, an extension to the American National Standards Institute (ANSI)
standard. The TSQL interface is the level of abstraction at which the access control policy is expressed and
enforced. TSQL commands are passed across the TCB interface to the Server for parsing and execution.
There are four components of the TSQL interface: SQL commands, system stored procedures, built-in
functions, and variables.

SQL commands are direct commands to the Server for data manipulation, data definition, and database
administration. SQL commands are typically a SQL verb followed by a SQL object followed by one or more
modifying clauses. System stored procedures (SSPs) encapsulate a series of SQL commands that the Server
executes as a single command.

The Server has the following types of built-in functions: system, text, image, date, string, conversion, math,
and aggregate. Most of the system built-in functions are security-relevant for one of the following reasons:

e They perform dominance checks;

e They return security attributes;

e They access protected objects; and/or

e They may be performed only by a subject with a trusted role such as System Administrator (SA).

The text/image functions are security relevant, because MAC checks are performed on the rows that
store pointers to the text/image object. The other types of functions—date, string, conversion, math and
aggregate—are not security-relevant.
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Variables are updated by the Server and provide the user the capability of accessing information about the
Server or session parameters. Many of the variables provide information on Server performance and are not
security-relevant. The security-relevant variables are those that store information about Server and session
sensitivity labels. The variables interface may be used to access the values for Data Low and Data High.
The following current session labels are also accessible through the variables interface: curread, curwrite,
maxread, maxwrite, minwrite, and os_session_label.
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| Routine | Function |
| Establishing and Closing Connections |
sninit Sets up a virtual socket to wait for connection attempts.
snopen Opens a user connection and creates a new virtual socket
for reading and writing.
snconnect Sets up a physical connection to the named server.
snclose Closes the connection accessed through the virtual socket.
usrquit Quit sending on the specified virtual socket.
| Receiving Packets
usrinit Sets up the stream buffer as a receiver buffer.
usrflush Flushes the receiver buffer.
usrfill Fills the receiver stream buffer with as many bytes
as are available or a full buffer, whichever is less.
usrcancel Cancels any read request that is in progress
for this virtual read/write socket.
Sending Packets
ussinit Sets the stream buffer up as a send buffer.
ussflush Sends a packet containing as many bytes as have been
buffered in the stream buffer.
usseom Flushes the send buffer and sends the last partial packet.
usscancel Cancels any send request that is in progress for this
virtual read/write socket.
Others
uskpid Binds the virtual socket to the kernel process.
usrattn Installs function to be called when an attention packet
arrives on the specified virtual socket.
uscon_setcap | Sets the socket/connection capability.
Variable Length Packet
usincpktsz Allocates and initializes read, send and overflow buffers
of the requested length.
usinitpktsz Allocates the network packets for each user connection
and links them appropriately.
usredpktsz Reduces the packet size of the read, write, and overflow buffers.
usdfltpktsz Switches back the packets associated with a connection
to the default packet size.

Table 4.5. Generic NETLIB Routines
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4.3 Disk Management

The Server builds databases, tables, and rows by managing structures that it maintains in OS files. This
section describes the mapping between OS files and database structures (e.g., databases, tables, rows), how
database, table, and subordinate structures are organized, and how various page types support the storage
of these structures.

4.3.1 Database Device Structures

The Server’s database devices correspond to standard OS files and are manipulated by the Server using
standard UNIX file system operations. If the OS supports partitioning of individual files across physical
devices, the Server may define each partitioned file to a single Server device. Each database device is defined
by an OS pathname, a database device name, a virtual device number, and the allocated size, in pages. The
page represents the fundamental unit of disk access within the Server and is defined to be a 2KB block of
disk space.

Each database device must be initialized by the SA to prepare it for use by the Server. Device initialization
partitions the device into a contiguous set of virtual pages. The set of virtual pages that covers all devices is
a continuous sequence of virtual pages beginning with virtual page number zero and extending to the highest
virtual page number reached by the total set of database devices.

The minimum size for a Server device is 512 pages (1MB) and the maximum size is 1,048,576 pages (2GB).
The OS files corresponding to database devices are owned by the sybase account and, in the Secure SQL
Server, are maintained at Data High. In addition to database devices, a master device is created during
installation of the Server. It contains configuration information that is read each time the Server is booted.

4.3.2 Database Storage Allocation

Figure 4.5, page 28 illustrates the relationships among Server data structures. The Server views a database
device as a contiguous set of allocation wunits of 256 contiguous pages. The allocation unit is the unit
of allocation of disk space to databases. Each allocation unit is further subdivided into 32 eztents, each
of which may be allocated to objects existing within the database to which the allocation unit has been
allocated. The first page of the first extent of each allocation unit, the allocation page, is reserved to manage
the extent allocations within the unit.

A database is viewed by the Server as a set of logical pages, numbered zero to the size of the database. The
default (and minimum) number of logical pages in a database is 1024, which corresponds to a minimum size
of 2MB. The initial size of a database can be specified when it is created and can be increased to allow for
future growth. The pages allocated to a database are zeroed when the database is initialized or expanded.

Storage within a database is organized into up to 32 segments. Segments are used to partition database
objects among database devices. The Server allocates the first three segments as follows:

o System Segment (segment 0): stores most database system tables (e.g., sysobjects, syslabels).
o Default Segment (segment 1): stores user objects unless specifically assigned by the user to a different
segment.
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o Log Segment (segment 2): stores the syslogs database system table. (In the master database, the syslogs
table is assigned to the system segment.)

Segments are individually mapped to database devices, as illustrated in Figure 4.6, page 29. Each database
storage entity (e.g., table, index) is represented in the sysindezes database system table (for details on the
system tables, see page 71, “System Tables”) by a single row that includes a pointer to the syssegments
database system table where the entity is stored. Each row in the syssegments database system table
represents a single segment and includes the database ID and a segmap. Each database device is represented
by a single row in the sysdevices system table of the master database. The entry for each database device
includes the entries low and high, which identify the virtual page number range represented by the device.

The sysusages system table of the master database contains mapping information between database segments
and database devices. Each entry includes the starting virtual page number and number of pages for a specific
portion of a database device, called a fragment, the database 1D, and a segmap entry that identifies the
segment numbers that map to the fragment. Except for the log segment, multiple segments can be mapped
to the same fragment. Similarly, a single segment can be mapped to multiple fragments. However, fragments
may not overlap. An example database made up of four fragments over three database devices is shown in
Figure 4.7, page 30.
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4.3.3 Database Object Storage Allocation

In this section, the term database object refers to logical storage entities contained in the database. These
include tables, indexes, and storage for table text and image columns. Clustered indezes are index structures
that include the row data for the table with the index. Unclustered Indezes are stored separately from the
row data for the table. Text and image column data is not stored as part of the table’s row data because
the size of the data in these columns would otherwise often exceed the maximum row size.

4.3.3.1 Page Management Structures

The first 32 bytes of a page are the page header, which contains the following information:

Logical page number;

Pointers to next and previous pages;

Object Identifier (OID) (“99” for allocation pages);
Timestamp;

Next free row number (data pages only);

Offset to the last row (data pages only);

Page level (zero for data pages);

Index ID (zero for data pages);

Page Type; and

Minimum row length (data pages only).

Information maintained in the page header varies depending on the type of page. The Server maintains the
following page types:

e Allocation Page: Maps the allocation of extents to objects;

e Global Allocation Map Page: Maps free extents within the allocation units allocated to a database;
Object Allocation Map Page: Maps the allocation of pages within the extents allocated to a database
object;

Data Page: Data row storage for clustered indexes and tables without clustered indexes;

Inder Page: Unclustered index storage;

Text Page: Text and image column data storage; and

Control Page: Maintains row insertion point data for partitioned tables.

Each extent is assigned an ID that matches the logical page number of the first page within that extent,
ensuring the uniqueness of extent IDs within a database.

Allocation Page. The allocation page is the first page of an allocation unit. It includes an extent structure
for each of the 32 extents contained in the allocation unit. As noted earlier, disk space is allocated to (and
deallocated from) database objects in whole extents. Therefore, each extent structure contains a dealloc
bitmap, which identifies pages that have been deallocated from the object. These pages are returned to
the free space pool when all pages in the extent have been deallocated. The dealloc bitmap is used in
conjunction with the syslogs system table in crash recovery.
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Global Allocation Map Page. The Global Allocation Map (GAM) is a per-database bitmap that stores
the status of free extents in an allocation page. A zero entry indicates presence of free extents within the
allocation unit; a one indicates their absence. This reduces the overhead of searching for free extents within
a database. GAM pages are allocated and initialized when the database is created or altered.

Object Allocation Map Page. The Object Allocation Map (OAM) contains the mapping between the
database object and the logical pages in which it is stored. Each object has its own OAM, each entry of
which describes used and unused pages in the extents allocated to the object in a particular allocation unit.
The sysindezes database system table contains pointers to separate lists of OAM pages for the object’s data
pages and index pages.

Data Page. Data pages store the rows of database tables. Rows have a maximum size of 2048 bytes,
which corresponds to the size of a page. The maximum size of the data portion of a row reduces this by the
size of the page header (32 bytes) and the length of the row offset table (one byte per row on the page) to
2015 bytes. Attempts to create a row larger than a page will fail.

When a data page is allocated to a table or index, its logical page number is inserted into the sysindezes
table’s linked list of the pages for the table or index. When a data page is released from the table or index,
header information in adjacent pages is modified to correct list pointers.

Index Page. Index pages store index rows in a format similar to that used to store data rows in data
pages. Since index rows do not have row numbers, index pages do not have a row offset table. Index pages
contain a page header and space to store index rows. In the Secure SQL Server, index rows are not labeled
(except in clustered indexes, which are stored in data pages). Instead, the label is stored as protected column
data as part of the data page.

Text Page. Text pages store large text or image values that cannot be stored in normal data pages because
of their size. The row of the table containing the text or image value is stored within a data page as a normal
row except that the row contains a pointer to the text or image page that contains the actual value. If the
value is larger than a text page, multiple text pages are used to store the value and the pages are then linked
together.

Control Page. Because rows are generally inserted into the last page of a table, the performance of the
Server on tables with a high frequency of insertions can suffer. To improve performance in such cases, tables
can be explicitly partitioned across fragments to provide multiple insertion points, one for each partition.
Control pages store information about the insertion point (i.e., the last page) of such partitions.

4.3.3.2 Page Management

The Page Manager is responsible for managing disk storage allocation. It uses the GAM Manager and the
OAM Manager to control the allocation of space allocated on a per-database and a per-object basis. Other
resource managers are described on page 42, “Internal Server Services”. The access methods subsystem
(described on page 64, “Database Access Methods”) is responsible for management of data on disk and
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manipulation of tables and rows. Resource managers and access methods use the kernel to provide the
OS-specific disk I/O operations. The kernel is discussed in more detail on page 36, “Kernel”.

OAM Management. When the Page Manager allocates a page for a database object, it calls the OAM
Manager to search the OAM and return an allocation page that has free space available on an already
allocated extent. The Page Manager then calls the OAM Manager to update the used and unused page
count for the object. The Page Manager maintains a structure for each OAM page, which contains the
previous and next OAM page, all of the OAM entries stored on that page, and the total number of pages
used. The first data OAM page and the first index OAM page are cached within the descriptor (DES)
data structure for the database object.

The Page Manager updates the OAM entry for the allocation page for an object when a page is allocated or
deallocated in one of the object’s extents. If an OAM entry for the allocation page already exists, the used
and unused page counts are updated to reflect allocation or deallocation. If the used count goes to zero, the
OAM entry for the allocation page is deleted. If the allocation necessitates the allocation of an extent from
an allocation page for which there is no entry, a new OAM entry is created. If there is no room for the new
entry on the current OAM page(s), a new OAM page is allocated.

GAM Management. The Page Manager interacts with the GAM Manager to set or reset GAM bits and
to search for an allocation page with one or more free extents. The GAM manager provides routines for
accessing the GAM pages of a database. The Page Manager interacts with the GAM Manager only to set or
reset the GAM bits and to search for an allocation page with one or more free extents. The GAM Manager
sets the GAM bit when the Page Manager allocates the last extent of an allocation page. The GAM bit is
reset for an full allocation page when an extent becomes free as a result of deallocating its last allocated

page.

4.3.3.3 Data Page Management

Figure 4.8, page 34 shows the general layout of a data page, which includes a page header, some number of
data rows, vacant space, and the row offset table. As noted earlier, the maximum length for an individual data
row is 2015 bytes, which would occupy an entire data page. However, the length of data pages is frequently
much smaller; allowing multiple rows to be stored in each data page. Database objects are accessed logically,
through the database access methods. The data structures that manage them are not accessible to the user.

Figure 4.9, page 34 shows the layout of a single data row. If there are no variable length columns (labeled vf
and v3 in the figure) then the data row is complete after the data for the fixed length columns field (labeled
f1, 2, and f3 in the figure). In this case, #v (the number of variable length columns) has a value of zero,
and the length of the row is stored in the page header. When the table contains variable length columns,
fixed columns are placed at the beginning of the row. The offsets of the fixed columns are stored within
the syscolumns database system table. In the Secure SQL Server, row labels are maintained as fixed length
columns and are protected explicitly by database access methods.

If there are variable length columns in the table, the data row includes the following additional fields:

e Total row length;
e Variable length column data;
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Page Header

Data Rows

Vacant Space

Row Offset Table

Figure 4.8. Data Page Format
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vl v3 |a2|al|o3|02| 01

Figure 4.9. Data Row Format
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o Offset table (01, 02, and 03); and
e Adjust table (af and a2).

The offset table contains, for each variable length column, a one-byte offset from the beginning of the data
row to the beginning of the column. The adjust table includes a minimum of one byte. When the row length
exceeds 256 bytes, an additional byte is included in the adjust table for each 256 bytes in the row. The
value in the adjust table entry is the number of the column where the 256-byte boundary was passed. For
example, if the offset table for column 5 is 100 and the adjust table entry for byte boundary 768 is 5, then
the data for column 5 is at byte 768 + 100 = 868 relative to the beginning of the row. Null values can only
be assigned to variable length columns. The value of the offset field for a column with a null value is the
same as the value of the offset field for the next column, thus associating the null value with no disk storage.
For example, in the figure, the values of offset fields 02 and 03 would be the same to indicate that column
v2 has a null value.

The row offset table located at the end of each data page contains an entry for each row stored within that
page. This entry contains the byte offset for the row within the page. The database-unique Row Identifier
(RID) is a six-byte number that includes a four-byte logical page number and a two-byte row offset table
index.

Row Deletion and Insertion. When a row in the middle of a data page is deleted, all rows following it
on the page are shifted upward to ensure that the vacant space in the data page forms a contiguous block
between the last valid row and the row offset table. As these rows are shifted, the row offset table is adjusted
to account for the shift. The row offset table entry for the deleted row is marked as unused. The next row
inserted into the page is stored after the last row in the page. The last vacated entry in the row offset table
is used for the new row. Deleting rows causes subsequent rows to shift to fill the space. Unless a clustered
index is defined for the table, new rows are inserted at either the end of the last data page of the table or
the end of the last page of a fragment (in partitioned tables).

Inserting into a Clustered Index. When a table has a clustered index, data rows are ordered according
to the values of the key columns. When a new row is inserted, the appropriate data page is located by
searching through the clustered index and the row is inserted into the appropriate page, based on the value
of the key columns.

Splitting a Page on Insertion. If a row is too large to be completely stored on the current page, the
page must be split. In this case, a new data page is allocated to the database object and some rows stored
on the old page are moved to the new page. If the new row is too large to fit on either the old or new page,
another unallocated page is obtained and the new row is placed on that page. If the current page is full, it
is split, but only the row is placed on the new page.

Splitting a Page on Update. If a modified row can no longer be completely stored on its original page,
it is deleted and re-inserted. In this case, the modified row is placed on the last page.

Splitting Clustered Index Pages. If the database object is a clustered index, the new row will be added
to either the new or old page depending on the value of the keys. If the new row has the same key as a row
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already stored on the page and there is not enough room on the page to store the new row, then an overflow
page is allocated and the new row is inserted into it. If more rows with the same key are added to the table,
then additional overflow pages are allocated and linked into the overflow chain as required. Overflow pages
only contain rows with identical keys.

Log Pages. Log pages are the data pages allocated for the syslogs database system table, which contains
log records. These data pages differ from ordinary data pages in that:

e No log record is generated when a data page is allocated to syslogs;

e Allocation of pages for syslogs is performed one extent at a time and all pages in the extent are marked
as allocated;

e The page number of the last page is used to find which pages, and hence which extent, is to be allocated
next. This means that log pages are allocated sequentially and the allocation page containing log pages
is modified once every eight log pages; and

e No OAM entries are created for the syslogs table.

4.3.3.4 Text Pages

Text and image data columns often exceed the maximum length for a row. The Server provides text pages
to store these columns separately from the rows of which they are a part. The column value in the fixed data
part of the data row includes a pointer to the text page where the information resides. Because the READTEXT
and WRITETEXT TSQL statements can bypass the data row, the Secure SQL Server includes a copy of the
row’s sensitivity label with the first text page belonging to the row’s text data. See Table 5.3, page 102 for
the MAC policy restrictions associated with these TSQL statements. The Text Manager provides run-time
support for text and image data types including: data manipulation, data retrieval, pattern matching, and
sending or receiving text and image data to and from the client.

4.4 Kernel

A Server may comprise one or more engine processes, each of which is scheduled for execution by the
supporting OS. The SA can configure the number of engines present in a Server by setting the maximum
and minimum number of online engines in the sysconfigures table of the master database. The engine process
builds a task abstraction, which it uses to support multiple execution threads. Within the engine process,
the kernel provides the running environment for Server DBMS software. The kernel creates and manages
DBMS tasks, handles disk and communication channel I/O, provides time of day, obtains memory resources,
and provides the primary interface between the Server and the OS. Its role is to handle all OS dependencies
so that the DBMS software does not require changes to execute on differing OSs.

4.4.1 Task Management

The Server’s Database Management System (DBMS) layer supports concurrent connections to multiple users,
each represented by a separate client process. Each client process is associated, by the kernel, with a single
DBMS user task. In addition, the kernel supports TCB tasks to perform Server-wide functions. Each task
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is associated with a syb_proc structure, which contains the task’s execution context including the following
information:

Task status flags;

Kernel task id;

Task private data area address;
Task priority;

Task wakeup event; and

Task lock information.

A separate DBMS task context area, known as the Process Status Structure (PSS), maintains information
related to variables and data structures needed by the task to conduct its work (or work done on its behalf).

The scheduleris a TCB task that allows each active task to be scheduled for execution on the engine. It uses
a non-preemptive scheduling algorithm to switch execution among tasks. A configurable time slice duration
is provided to allow the kernel to interrupt tasks in infinite loops. The task state, which may have any of
the following mutually exclusive values, is maintained in the prstatus field of the syb_proc structure:

Free_Proc: unallocated task structure;

Spawned: newly allocated task structure awaiting initialization;

Runnable: executable task awaiting engine resources;

Running: currently executing task;

Sleeping: nonexecutable task awaiting event occurrence to transition to Runnable;

Terminating: “doomed” task awaiting destruction;

Yielding: executable task voluntarily relinquishing engine resources (i.e., requesting transition from
Running to Runnable).

Figure 4.10, page 38 identifies the transitions among task execution states. After the scheduler function
completes transitioning the calling task out of the Running state, it checks the Runnable queues to
identify the highest priority task to run. The scheduler then transitions the identified task to the Running
state, sets the global variable PSS to the address of the task’s private data area structure, and returns to
the task through its stack. The newly scheduled task executes until it issues a kernel request to either yield
to other tasks or perform an I/O operation.

4.4.2 Label Services

The Secure SQL Server MAC policy restricts subject accesses to objects based on sensitivity label information
that it maintains and protects. The Reference Validation Mechanism (RVM) performs access mediation for
those accesses identified while building the query tree (see page 61, “The Reference Validation Mechanism”).
After all access checks have been made, any failed check aborts the request. After passing the RVM access
control checks, the Secure SQL Server filters out rows from the set of objects returned from a query or
modified by an update, based on the sensitivity label of the row and the relevant subject sensitivity label.

The Secure SQL Server provides sensitivity label management services as illustrated in Figure 4.11, page 39.
Within the Server engine, label management is divided between the DBMS layer and the kernel layer. The
syslabels manager presents an Application Programming Interface (API) to the remainder of the DBMS
layer to provide label comparisons, label format and type conversions, high and low watermark services, and
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Figure 4.10. Task Execution States

other label services.? To provide these services, the syslabels manager interacts with the database syslabels
table and the kernel label service API. The database syslabels system table maintains the mapping between
database Sensitivity Label Identifier (SLID)s, master SLIDs and OS binary labels.?

The kernel label service API provides the interface to the kernel label services, which provides the interface
to OS capabilities that perform the actual dominance checks, label initialization, translation and validation,
and high and low watermark determination. The kernel services pass the generic label service request to
the OS by combining generic kernel functions, OS-specific basis layer macros, and OS-specific basis layer
function calls. The OS-specific combinations are chosen to provide optimal performance in the context of

the host OS.

The syslabels manager also addresses performance optimization by caching dominance relationships and SLID
conversions so that repeated label checks and conversions can be serviced locally, without calling the kernel.
The syslabels manager manages both dominance and conversion caches within the Resource Structure.

4.4.3 Intertask Message Service

The kernel’s intertask message service facilitates communication among TCB tasks. The mechanism is used
to implement such capabilities as auditing and disk I/O. The number of message queues is configurable on
a Server-wide basis. DBMS user tasks only make use of the intertask message service to communicate
with “service” tasks (e.g., auditing and disk write tasks). The intertask message service is not used to
communicate between DBMS user tasks executing on behalf of different users. The TCB tasks loop on
their message queues awaiting the arrival of service request messages from their clients. Upon arrival of such
messages, the TCB tasks process the service requests and loop back again to continue processing remaining
messages or to await new messages.

2These include syslabels manager initialization, master SLID remapping services (supporting label remapping for dump
operations), and Database Consistency Checker (DBCC) label consistency checking.
3In the master database syslabels table, the database SLIDs and master SLIDs have identical values.
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Figure 4.11. Label Services Architecture

4.4.4 Communication I/O Management

The connection between the user’s OS client process and the Server is provided using the OS’s BSD named
pipes capability. It is the responsibility of the client process to manage the named pipes with which it
communicates with the Server.

4.4.4.1 Client/Server Connection

As part of the Server’s startup procedure, the kernel creates a public listener named pipe with permissions
set so that any client may write to it, but only the Server may read from it. In the Secure SQL Server, the
listener named pipe is created with an OS allowmacaccess privilege to allow the Server to use a “wild card”
sensitivity label. The wild card label allows the Server to receive messages on the public listener named pipe
from clients executing with any supported sensitivity label. In addition, separate directories are created for
the listener pipe and for client-created named pipes. The listener pipe directory is created with permissions
set to prevent unauthorized users from removing the listener pipe. In Secure SQL Server, the multilevel
directory created for client-created pipes is created with the sticky bit set. This prevents other users from
interfering with the communications on the client-created pipes. For the Secure SQL Server, the kernel uses
the multileveldir privilege to create multilevel directories for the client-created named pipes.

Figure 4.12, page 40 illustrates the connection between clients and the Server via named pipes. To initiate
the connection, the client creates two named pipes in the Server’s directory: a client-write pipe and a
Server-write pipe. The client-write pipe is created with the write ACL to the user only and read ACL to
user sybase only. The Server-write pipe is created with write ACL to user sybase only and read ACL to
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Figure 4.12. Named Pipes

the user only. In the Secure SQL Server, the client pipes are created with the client’s sensitivity label, i.e.,
at the same sensitivity label as the user’s process. The names of these pipes include the client process’
process id and a process-specific sequence number. Once the pipes are created, the client submits a connect
request to the Server using the public listener named pipe. The Server responds to this request by sending
an acknowledgment on the client’s Server-write named pipe. As part of this acknowledgment message, the
Server provides a unique connection token for the connection.* The client process then removes directory
entries for its Server-write and client-write pipes. At this point, the physical connection between the client
process and the Server is established. Communications between client and Server continue to use the private
named pipes for the duration of the connection.

To close the physical connection, the client process issues a close request on the public listener pipe. The close
request includes the process id, sequence number, and connection token. The Server does not acknowledge
this request.

4.4.4.2 Backup Server Connection

The Backup Server is a distinct OS process from the collection of engine processes that comprise the SQL
Server and Secure SQL Server. When a Server requires Backup Server services, it spawns a site handler
task to perform login processing. The connection between Server and Backup Server uses a set of private
named pipes with both read and write ACLs set to user sybase. The pipes are created in a directory owned
by sybase and that has permission bits set to rwx-—----- . The Backup Server ensures that the user ID of
the owner of the private named pipe is the same as the user ID of the user who booted the Backup Server
(i.e., user sybase). In Secure SQL Server, the private named pipes are created at Data High. The Server

*The connection token is generated using the UNIX lrand8() function.
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initiates Backup Server activities by establishing a session through login processing and sending TDS Remote
Procedure Call (RPC) requests to the Backup Server using the appropriate session ID.

4.4.5 Disk I/O Services

The kernel’s disk I/O management services are responsible for abstraction of the details of the OS disk I/O
interface. The requesting task may either block while waiting for I/O to complete (i.e., by transitioning to
the Sleeping state) or may poll the I/O handler to determine the I/O request status. Each physical disk has
its own disk I/O handler task, which is started during Server initialization. A message queue is associated
with each disk I/O handler task. The I/O handler task translates the 1/O request into the appropriate
format for the OS and submits the translated request to the OS disk I/O service interface. After competing
the I/O operation, the I/O handler task transitions the Sleeping task to the Runnable state or provides
the completion status to the requester as the response to a separate service request.

4.4.6 Shared Memory Services

The kernel’s memory services provide the capability for a resource manager to acquire pages of preallocated,
shared memory to serve its local storage requirements. At system startup, the Server uses OS functions to
allocate a large amount of shared memory, with the owner set to the sybase account. In the Secure SQL
Server, the sensitivity label for shared memory is Data High. Shared memory is accessible by all engines
and is used within the Server to manage its data structures. Within the shared memory, the Server maintains
two areas: a DBMS area and a kernel area. During operation, the Server’s resource managers request kernel
services to assign unused portions of shared memory to their management pools or to return them to free
pools. The kernel also provides a block memory service to allow DBMS user tasks and TCB tasks to acquire
continuous, page sized units of shared memory. Finally, the kernel provides additional memory allocation
services in support of network I/O and auditing.

4.4.7 Timer Services

The Server must maintain two separate notions of time. Real time is maintained by the OS in ticks. The
need for a second, virtual time measurement is due to the fact that an engine executes as a process scheduled
by the underlying OS. Virtual time permits the engine to equitably schedule tasks relative to that fraction
of the total time during which the engine has been scheduled by the underlying OS.

Within the Server, the system clock keeps track of elapsed time for tasks, based on virtual time. On each
tick of the virtual clock, the executing task is briefly interrupted to gather statistics and to ensure that the
task is not in an infinite loop.

The alarm service is provided to schedule execution of a routine at a particular real time. To support this
service, one engine is designated as a special alarm engine. This engine initializes its system clock to use real
time instead of virtual time. At each tick, the alarm interrupt handler is set to run in the scheduler. Then,
when the scheduler runs, the alarm interrupt handler is called to handle any alarms that may be ready to
expire. In addition, a real-time-based time-of-day service is provided to support calendar and “wall clock”
capabilities.
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Figure 4.13. Buffer Manager Interactions

4.5 Internal Server Services

This section discusses the different types of internal server services. Resource managers are sets of subroutines
that maintain system resources, such as pages and buffers. The TCB tasks run on behalf of the TCB to
perform a specific TCB function, such as auditing. The transaction management services routines handle
tasks such as locking and logging.

4.5.1 Resource Managers

Global resources in the Server are controlled by resource managers. Resource managers are sets of routines
used to manipulate global data structures. Each resource manager is responsible for a particular set of global
resources, such as buffers or memory. The global data structures are initialized during system startup and
the resource managers take control after initialization is completed.

4.5.1.1 Buffer Manager

The Buffer Manager is responsible for managing physical disk pages while they are in buffer cache or cache
memory. The buffer cache is allocated from the resource structure. Each page in the cache has a corre-
sponding buffer pointing to it, controlling its stay in the cache. Figure 4.13, page 42 shows the interactions
of the Buffer Manager with other modules in the Server.
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The Buffer Manager controls the following four data structures for managing buffers. Each data structure
is described in this section:

Buffer hash table;

Least-recently-used/most-recently-used (LRU/MRU) queue;
Kept buffer chain; and

Buffer Header.

The buffer hash table is allocated from the resource structure. When a page is read into memory, its
buffer is hashed using the database ID (DBID) and the logical page number which creates a unique identifier.
A buffer is only on the buffer hash table if it is associated with a disk page.

The LRU/MRU queue is a circular doubly linked list of buffers. All available buffers are always on the
LRU/MRU queue. Pointers to the LRU/MRU queue area are maintained in the buffer header. The
head of the LRU/MRU queue is the buffer most recently used, while the tail of the queue is the buffer
least recently used. New buffers are allocated from the LRU side of the queue. When a page is updated,
the buffer is marked as dirty and a pointer is added to the DES structure (described later), because it is
often necessary to find all dirty pages associated with an object. As buffers become dirty, some will enter
the buffer wash section. The buffer wash section is a portion of the LRU side of the LRU/MRU queue.
During buffer washing, the page is written to disk, the buffer is cleared, and then some bits in the buffer
header are reset. This ensures that the buffer is clean as it approaches the head of the LRU side and there
is always an available buffer for newly cached pages.

The kept buffer chain is a list of buffers in use by a task. The Buffer Manager maintains a keep count in
the buffer header indicating the number of tasks currently using the buffer. A buffer with a keep count
greater than zero cannot be freed and is not maintained on the LRU/MRU queue. A pointer to the head
of the kept buffer chain is maintained in the resource structure.

The buffer header maintains buffer status information, buffer keep count, and links to the LRU/MRU
queue. Status information includes the DBID and virtual page number of the page associated with the

buffer.

4.5.1.2 Disk Buffer Manager

The Disk Buffer Manager is responsible for initiating multipage disk 1/O operations. Its primary purpose is
to improve Server efficiency. The difference between disk buffers and normal buffers is the number of pages
they contain. Normal buffers are one page, while disk buffers are an extent (eight pages). Memory for disk
buffers is allocated at Server boot time. The Disk Buffer Manager does not perform any 1/O operations on
its own; it calls the kernel which performs the actual 1/0.

Memory used for disk buffers is reserved at Server start-up time and is limited in size to the number of disk
buffers stored in a configuration variable. Each disk buffer is capable of holding an extent. Disk buffers are
managed by using an array of bytes whose length is determined by the number of disk buffers. Each byte
points to a DSKBUF data structure. Each DSKBUF data structure contains a pointer to and information
on a disk buffer and the extent that it contains. This hierarchy is shown in Figure 4.14, page 44.
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Figure 4.14. Memory Hierarchy for Disk Buffers

4.5.1.3 Descriptor Manager

The Descriptor Manager maintains DES data structures. When an object is opened, a DES is allocated
that maintains global information about database objects including user tables, system tables, views, and
stored procedures. Multiple tasks may share a DES; all tasks accessing the same table will share a DES.
Task-specific information about objects is stored in the Session Descriptor (SDES), which is described
on page 64, “Database Access Methods”.

The resource structure allocates DES structures from a linked list of DES structures. Initially all DES
structures are on a DES free list and are set to all zeroes. The DES structure contains the following
information:

Database ID containing the database object and pointer to a DBTABLE structure;
Object structure containing a copy of the sysobjects row for the object;

Cached values for some information in the sysindezes row for the table;

Buffer information (next buffer, previous buffer, etc.);

Next DES in various chains (DBTABLE, ID, name); and

Kept count.

DBTABLE structures contain information about the databases containing objects pointed to by the DES
structures. Each DES structure points to a DBTABLE structure. A DBTABLE structure maintains a
linked list of DES structures for all objects in the database when they are in memory.

As the system allocates DES structures, they are moved from the free chain onto an active chain. There
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are five active chains associated with DESs in the Server:

Database Chain: a linked list of DES structures maintained in a DBTABLE structure;

ID Hash Chain: a hash chain (or ordering) of DES by object ID;

Name Hash Chain: a hash chain of DES by object name;

Kept Chain: a chain of DES structures that have a keep count greater than zero; and

Scavenge Chain: a circular linked list where the LRU side of the chain is called the scavenge end,
from which DES structures must be zeroed. The MRU end of the list is called the unkept end of the
chain.

U W N~

When an object is opened, a DES for the object is taken from the free list and placed on one or more active
lists. A DES on an active chain is always considered active even if it is not currently in use (e.g., it is closed).
When in the active state, the DES is always linked to the database chain, and a DBTABLE structure
points to the DES. When active, the DES is also on both hash chains and either the scavenge chain or
kept chain.

When a DES is in use, it will be on the kept chain. When the kept count reaches zero (the object has been
closed or dropped), the DES is moved to the scavenge chain. The DES is first marked destroy before it
is overwritten with zeroes; after which it is marked clean. After the DES is marked clean, it is moved back
to the free list and is available for reuse.

4.5.1.4 Process Status Structure Manager

The PSS is a data structure that holds global information for each task. There is one PSS structure for
each task. In addition to the PSS, the kernel maintains the task scheduling information in the syb_proc
data structure. The PSS maintains the task ID of the syb_proc data structure so it can relate the DBMS
tasks to kernel tasks.

A pool of PSS structures is allocated from the resource structure at system initialization. The PSS Manager
allocates a PSS structure from the free pool whenever a new task is created. The PSS includes the following
information:

e Process 1Ds:

— Kernel task ID (syb_proc);

— Server task ID; and

— Host Process ID (PID).
Current database context:

— Pointer to the current DBTABLE structure;

— Current database DBID; and

— User Identity (UID) in the current database.
Status Flags, such as process flags, errors, etc.
System Resources including the following:

— Pointer to SDES structure for the task;

— Pointer to the next PSS in the chain;

— Pointers to lock structures; and

— Pointers to proc_hdr data structures.
Audit and role information; and
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o Sensitivity label information (Secure SQL Server only).

The contents of a PSS are private to a DBMS user task, because there are no external interfaces to the
PSS. There are four instances where a TCB task looks at another TCB task’s PSS:

When killing a task;

Checkpoint searching for active transactions;
Lock Manager actions; and

Creating rows in sysprocesses.

The first case occurs when one task is cleaning up after another. This occurs when tasks need to be killed
after an engine dies. In the second instance, the checkpoint task scans through PSS structures looking for
completed transactions to flush to disk. The Lock Manager looks at PSS structures of tasks holding and
waiting for locks. Lastly, information for the sysprocesses system table is gathered from accessing the PSS
structures of tasks.

PSS structures are marked for reallocation when their keep count reaches zero. Before reallocation, the PSS
Manager reinitializes the PSS and destroys the identity of the PSS by setting the task ID to zero.

4.5.1.5 Database Structure Managers

There are three components to database structure management. The Database Context Manager coordinates
opening and closing of databases by each task. The DBTABLE Manager is responsible for the DBTABLE
global data structure, which contains information about a single database when any database object is
in Server memory. The Database Manager regulates the flow of information between system tables and
the DBTABLE data structure, and handles all aspects of database management not pertaining to the
DBTABLE data structure.

Database Context Manager The primary responsibility of the Database Context Manager is maintain-
ing the database context stack. The current status of the database context stack is maintained in several
fields of the PSS. The database context information is task-specific and includes:

The current DBID;

The UID and Group Identifer (GID) in the current database;
The Server User Identity (SUID); and

Pointer to the current DBTABLE structure.

When a task changes its current database, the following must occur. First, the current frame of the database
context is gathered into a database context structure. Next, the database context structure is pushed onto
the context stack. Finally, the context fields of the PSS are cleared so that information about the new
database can be stored. The Database Context Manager calls the DBTABLE Manager to perform open and
close operations on a database.

DBTABLE Manager The DBTABLE data structure holds global information about databases. Each
DBTABLE structure holds information about one database, including portions of the sysdatabases row
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for the database, the logical-to-virtual page number translation table, and synchronization information.
The DBTABLE Manager is responsible for assigning and maintaining the identity of DBTABLESs and for
reassigning the DBTABLESs of closed databases when the pool of unused DBTABLES has been exhausted.

DBTABLE structures are allocated from a heap in the resource structure. A DBTABLE structure
may exist in one of seven states: free, create, active, lock, drop, destroy, or clean. When initially created,
DBTABLE structures are part of a free list. The create state is the transition between the free and active
states. During the create state, the DBTABLE contains just the DBID and is installed on the active chain.
Once all fields are updated, the DBTABLE structure transfers to the active state. Once a DBTABLE
structure is acquired, the DBTABLE Manager initializes the Database Context Manager in the PSS to point
to the DBTABLE structure. A DBTABLE structure on the active list is in use only if its keep count is
greater than zero.

A DBTABLE structure is in the lock state if one task has it locked and only that task has it kept. The drop
state is an intermediate state when a database has been dropped and the DBTABLE structure is ready to
be placed back on the free list. A DBTABLE structure can also be placed in the destroy state when there
is a lack of free DBTABLE structures. A DBTABLE structure is in the clean state before being placed
on the free active lists.

Database Manager The Database Manager is responsible for managing the DBINFO structures that
are stored in the syslogs system table. There is one DBINFO structure per database, and that structure
is used to initialize the DBTABLE structure with information from the system tables. This information
includes the database name, sensitivity label, and location of the transaction log. The logical-to-physical page
number translation table for the database is built by the Database Manager and initialized in the DBTABLE
structure. The Database Manager is also responsible for flushing the DBTABLE data structures back to
DBINFO structures, and sysdatabases when the DBTABLE structure must be reused for another database.

4.5.1.6 Sysindexes Manager

This resource manager is the set of routines used to access and maintain the rows of the sysindezes system
table found within each database. It provides the necessary synchronization and ability to recover from
individual operations. The sysindezes table contains an entry for each disk management object. References
to the sysindezes table occur frequently so the pages of the table are buffered. To provide fast references,
the Sysindexes Manager accepts pointers to buffer pages. The pointer to the buffer page that contains the
sysindezes row for an object is stored within the object’s DES. The Sysindexes Manager then checks that
the pointer points to a buffer page that contains part of the sysindezes table. It then looks first on this page
for the sysindezes entry for the object. If the buffer page pointed to does not contain the expected entry,
then a full search of the sysindezes table is performed and the pointer to the buffer page in the object’s DES
is updated correctly.

4.5.1.7 Procedure Manager

The Procedure Manager manages the procedure cache, which is allocated from shared memory during ini-
tialization. The procedure cache can hold a query plan or a parse tree for a TSQL command. The proc_hdr
data structure represents the plan or tree in the procedure cache. The Procedure Manager also maintains
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a linked list of proc_buf data structures for each referenced object. The proc_buf structure points to
proc_hdr in the cache.

The Descriptor Manager maintains a DES proc_hdr for each stored procedure in the Server memory. The
DES points to the linked list of proc_bufs for the object. The Procedure Manager calls the Descriptor
Manager to locate a procedure by name or ID.

A proc_hdr is initialized to all zeroes by the Memory Manager when it is freed from the procedure cache.
A proc_buf is initialized to all zeroes before it is returned to the free list. If there are no proc_bufs on
the free list, a currently allocated but not in use proc_buf is used. Before reuse, the Procedure Manager
deallocates the proc_hdr from the proc_buf, initializes the proc_buf to all zeroes, and unlinks it from the
DES.

4.5.1.8 Memory Manager

The Memory Manager is responsible for allocating, deallocating, and managing memory for each task. The
Memory Manger interfaces with the kernel layer directly. Other managers make calls to the Memory Manager,
which shields the kernel memory management routines from the rest of the managers. The Memory Manager
tracks the pages currently allotted to a task, and the number of bytes on each page that are being used by
the task. Memory for a given task is associated with a proc_hdr data structure. A task may have more than
one proc_hdr structure for memory. For example, one proc_hdr structure may store cursor information
and another may have sort information. Memory manager clients typically provide a pointer to a proc_hdr
structure so the Memory Manager will know where to track the memory it allocates.

4.5.1.9 Cursor Status Structure Manager

The Cursor Status Structure (CSS) Manager manages all run-time information for cursors. A CSS is specific
to a particular session. All CSS structures for a particular session are linked in a chain called the CSS chain.
CSS structures are allocated from the proc_hdr for the execution plan with which they reside.

When a cursor is opened, the result set is not copied into any structure. Rows are fetched one-by-one when
requested and, in the Secure SQL Server, MAC checks are made at each fetch. The CSS maintains sensitivity
label information. It stores the user task’s curread label, and uses that sensitivity label for fetches from the
cursor. The only time buffering is performed is when the cursor result set is contained on one data page; in
this case, the MAC checks are made before the result set is buffered.

4.5.1.10 Other Resource Managers

The Attribute Manager interacts with the Object Allocation Map Manager to coordinate updates to fre-
quently changed objects. An example of this is a column of type identity. The identity column is defined
such that every time a new row is inserted into the table, the identity column gets a new value for that row.

The Text Manager provides support for text and image datatypes. Text pages contain text or image data
and all pages associated with a particular table are linked. The Sort Manager is responsible for handling
sort requests within the Server. The Tally Manager maintains accurate row counts and other tallies. The
Character Set Manager handles conversions from a client’s character set to that of the Server.
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4.5.2 TCB Tasks

TCB tasks perform Server-wide functions. TCB tasks are not directly addressable by DBMS user tasks.’
TCB user tasks are exempt from MAC and DAC checks within the Server. Since the Secure SQL Server TCB
executes with allowmacaccess privilege, TCB tasks are also exempt from OS MAC checks. However, since
neither SQL Server nor Secure SQL Server execute with allowdacaccess privilege, they are not exempt

from OS DAC checks.

TCB tasks are created with the following properties:

e The SUID is set to the TCB’s SUID (value equals zero);

e Database Owner (DBO) and all roles enabled; and

e In the Secure SQL Server, the following sensitivity labels: clearance, maxread, and maxwrite set
to Data High; minwrite set to Data Low.

There are seven TCB tasks: Threshold, Checkpoint, Audit, Site Handler, Mirror, Listener, and Disk I/O
tasks. The Listener, Site Handler, and the Disk I/O tasks are kernel layer functions, and are described on
page 36, “Kernel”.

4.5.2.1 Threshold Task

The Threshold Task is responsible for managing free space on disk. A Threshold Manager task is created
whenever a threshold is exceeded on a page/extent allocation. The Server maintains the amount of free space
per disk in the sysusages table of the system catalog. Thresholds are maintained for each database in the
systhresholds table. The local user database entry in the systhresholds table contains information about the
segment, free space threshold level, threshold type, and the name of the stored procedure to execute when
a threshold is reached.

The action taken by the Threshold Task depends on the stored procedure associated with the database
segment in systhresholds. The DBO can create a stored procedure to trigger whenever the free space goes
below a specified threshold. The stored procedure created by the DBO will execute with the SUID and
session labels of the DBO who created the procedure and the roles enabled for the DBO at the time the
threshold was added, assuming the user associated with the SUID still has the same authorizations.

The Threshold Task is initially created as a TCB task with the security attributes mentioned earlier. The
Server subsequently changes the security attributes of the Threshold Task to those identified in syssthresholds.
This change in security attributes occurs because the Threshold Task runs the stored procedure on behalf
of a DBMS user task, which must execute with the user task’s security context.

4.5.2.2 Checkpoint Task

The purpose of the Checkpoint Task is to flush all dirty pages of a database from the buffer cache to disk, and
record the scope of what was flushed. The Checkpoint Task performs checkpoints at a frequency determined
by the recovery interval configuration value established at installation time.

5The user client or “DBMS user” tasks are not considered to be “TCB tasks”, but (since all of the code in the Server is
inside the TCB) these DBMS user tasks are included as part of the TCB
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The Checkpoint Task writes an XCKPT log record that identifies the useful scope of the logged changes,
and then performs the actual flush to disk. In the log, the useful scope of the flush ends where the first
incomplete transaction begins. A pointer to the XCKPT record is stored in the sysindezes row for the
syslogs system table.

4.5.2.3 Audit Task

The Audit Task is created during Server initialization and exists for the life of the Server. User tasks and
TCB tasks generate audit records based on configured security relevant events. The RVM calls a routine
that acquires an audit buffer from the pool of free audit buffers allocated from the resource structure during
system initialization. This routine formats the audit record (it will eventually be written to the audit system
tables in a defined format) and places it in the audit queue, which is also part of the resource structure.

The Audit Task uses the kernel message passing mechanism to communicate with other TCB tasks. The
Audit Task loops on the audit message queue waiting for messages to process. The message contains the
address where the actual information is located (in this case, the location of the audit buffer just placed
on the audit queue). The audit message queue has a unique identifier defined in the resource structure at
system initialization. The Audit Task removes audit records from the audit queue and writes them to the
audit system tables in the sybsecurity database (the audit log). For more detailed information on auditing,
see page 104, “Audit”.

4.5.2.4 Mirror Task

The Mirror Task supports mirroring of data so that recovery from media failures can be done gracefully.
The Mirror Task ensures that pages on the mirror device are the same as those on the primary device. On
completion of the DISK MIRROR or DISK REMIRROR TSQL statement, two OS files exist containing identical
data in the allocated pages. In this discussion, “primary” refers to the original OS file and “mirror” refers
to the OS file created by the DISK MIRROR statement. Unallocated pages may differ between primary and
mirror file until allocated, after which the replicated page writes to both files assure that the contents of
both the primary file page and mirror file page are identical. Subsequent server activities that result in data
page writes (e.g., row updates, deletes, or inserts) are performed to the same relative pages on both primary
and mirror files.

Disk mirroring involves “switchover” in the sense that, after an I/O error on the primary file, all reads
from the primary file are replaced with reads from the mirror file. In addition, since duplicate writes were
performed to both primary and mirror devices, writes after the I/O error would only be performed to the
mirror device.

The SA can change mirroring by issuing the DISK UNMIRROR TSQL statement. If there is a read or write
failure on one of the devices during normal operations, then the server does the equivalent of the DISK
UNMIRROR TSQL statement and reads and writes revert to the good device.

4.5.3 Transaction Management

Transactions are a group of TSQL statements treated as a single unit. This ensures that transactions are
either completely finished or undone. Transactions start with the TSQL BEGIN TRANSACTION statement
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and finish with the COMMIT TRANSACTION statement. Any time before a COMMIT TRANSACTION command
is issued, the work can be undone by issuing a ROLLBACK TRANSACTION command. Before a transaction
is committed, the modified pages are not accessible to other users unless a user has requested and received
“dirty read” permission.

4.5.3.1 Concurrency Control

Locks are used to ensure consistency for transactions. The Server supports three types of locks: semaphores,
address locks, and logical locks. Semaphores lock data structures in global memory. Address locks are
exclusive locks for memory addresses. Logical locks provide locks on pages and tables as described below.
Locks are not applied to temporary tables and rows.

The Lock Manager handles manipulation of locks. It maintains a list of LOCKOBJ data structures cor-
responding to the currently locked objects. The resource structure maintains a hash table for each type
of lockable object. If the task requesting the lock is the owner of the LOCKOBJ, then the Lock Manager
decides if the current lock is appropriate for the requested function or checks to see if it can change the lock
type. If the requesting task is not the owner of the LOCKOBJ, the Lock Manager determines whether the
requested lock is compatible with already existing locks. If the requested lock is not compatible, the task
goes to sleep and waits on the desired lock to become available.

Three types of locks are applied to pages: shared (S), update (U), and exclusive (X). The type of lock is
chosen by the Server while the query plan is being built. Shared locks allow multiple tasks to read a page,
but no task may modify the page. Exclusive locks are granted when a task needs to modify a page. Only one
task may hold an exclusive lock on a page at a time. Update locks allow multiple tasks to read a page, but
do not allow another update lock because an exclusive lock will be needed when or if the page is modified.
Requests for page locks are satisfied based on the type of lock requested and the type of locks currently
on the object. This relationship is called lock compatibility and is shown in Table 4.6, page 51 with the
currently held lock in the left-hand column and the requested lock across the top row. Note that if no locks
are currently on an object, a request for any type of lock will succeed.

S | yes | yes | no
U | yes | no | no

Table 4.6. Page Lock Compatibility

There are four types of table level locks: intent shared (IS), intent exclusive (IX), shared, and exclusive.
Intent locks are used to indicate, at the table level, the type of page lock requested. Page and table locks are
maintained separately. Collisions between page and table locks are detected by table intent locks. Table 4.7,
page 52 shows the table lock compatibility, identifying the locks that may be acquired on a table given the
locks currently existing on the table.
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IS | IX | S X
IS | yes | yes | yes | no
IX | yes | yes | no | no
S | yes | no | yes | no
X | no | no | no | no

Table 4.7. Table Lock Compatibility

4.5.3.2 Isolation Levels

Isolation levels define the state of the data when various tasks try to access it. There are four isolation levels:
Level 0 ensures that updates do not take place concurrently on the same page; Level 1 permits a process to
read changed data from an uncommitted transaction; Level 2 ensures that changes for one transaction are
not seen by another transaction until the first transaction completes; and Level 3 forces each transaction to
hold appropriate locks until the transaction finishes.

Locking supports isolation levels for transactions. For Level 0, exclusive locks are held while all updates are
taking place and are released when the updates are completed. Level 1 requires exclusive locks until the end
of the transaction. Level 2 is the same as Level 1, except shared locks are held on pages being searched and
these locks are released after processing the object. For Level 3, exclusive locks are held on pages during
changes, shared locks are held on pages and tables being searched, and all locks are held until the transaction
completes.

4.5.4 Logging and Recovery

Logging is used to recover from transaction failures. The three types of failures are: transaction, system,
and media. Transaction failures occur when a transaction fails to commit. A system failure occurs when the
Server fails due to a machine failure. Media failures are generally due to a hardware failure of the physical
disk.

Transaction logging provides the ability to save images of rows involved in a user transaction until all the
operations in the transaction have completed. Transaction logs are maintained on a per database basis. The
transaction log for a database is stored in the syslogs system table, and is stored at Data Low in the Secure
SQL Server configuration. Users cannot directly delete from, insert into, or update syslogs. The transaction
log contains the sensitivity label for the row and the transaction ID of each transaction. The transaction
log does not maintain information about data stored in the fempdb. In the event of a recovery, data in the
tempdb would not be restored.

Logging is maintained through the write-ahead log convention. This means that for any change to a data
page, the log record describing that change will be written to the log device before the changed image is
written to the database device. The Checkpoint Task, as described earlier, is periodically employed to flush
database changes from cache to disk, and it records a pointer to the active log start RID in the XCKPT
log record. The active log start is the beginning of the uncommitted transactions. During a rollback
transaction, the transaction ID is used to identify and rollback all associated actions in the log. During a
recovery operation, the active log start RID is used to designate the portions of the log that have not been
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flushed to disk, and which actions must be rolled back.

4.6 Tabular Data Stream Protocol Processing

The TDS protocol is used for communications between the client and the Server. The TDS protocol distin-
guishes between requests sent before and after a connection has been established. Login processing describes
how a connection is established. Request processing describes how a request is handled once a login session
is established.

4.6.1 Login Processing

The following types of connections may be established in the evaluated configuration:

e From a client to the Server;
e From the Server to a Backup Server; and
e From one Backup Server to another Backup Server.

Login processing is initiated when a TDS login message is sent to a Server.® The TDS login message is

received by the connection handler on the Server. The Server sends a TDS login acknowledge message back
to the client (or Server acting as a client). The Server and client then negotiate the connection parameters.
When the negotiation is complete, the Server sends a TDS done message back to the client. Once the session
is established, it continues to be managed by the connection handler on the Server.

The TDS protocol is also used when the Server sends requests to the Backup Server. When a client requests
a dump, load, or other operation that is performed by the Backup Server, the Server is responsible for
sending the request to the Backup Server. If a session has not already been established for the subject on
the Backup Server, the Server uses the login processing protocol to establish the session. Requests are sent
from the Server to the Backup Server using TDS RPC requests. Once the request is complete, the Server
can send the Backup Server a TDS logout request to close the connection.

4.6.2 Request Processing

Request processing has several stages:

e TDS requests are generated on the client side and sent to the Server;

e The Server receives requests and forwards them to the appropriate module based on the type of request
for further processing;

e The Server also generates TDS responses and sends them back to the client; and

e The client receives and processes the TDS responses.

6See page 17, “Tabular Data Stream Protocol” for a description of the TDS PDU Types and Token Types used for sending
messages between the client and the Server.
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TDS Requests are generated at the client in CTLIB routines that are called by the administrative utilities
or application programs. The CTLIB routines generate TDS messages and call NETLIB routines to send
them to the Server.

For the Server, the connection handler manages the logical connection, accepts client requests, and depending
on the type of request, either handles the request or passes it to the TDS engine. Again, depending on the
type of request, the TDS engine either processes the request or sends it to the appropriate phase of the
DBMS engine.” Once a connection has been established, the following requests are accepted: language,
cursor, RPC, option, echo, and logout.

The TDS engine sends language requests (TSQL commands) to the parser. If the request is a cursor request,
the TDS engine builds a parse tree and calls the sequencer. Cursor manipulation requests may also be sent
as TSQL commands in TDS language requests. A cursor request sent as a language request is handled the
same as any other language requests and is sent to the parser.

An RPC is a request to execute a stored procedure. For a RPC request, the TDS engine calls the RVM
dispatcher directly, bypassing the parser and compilation phases. The RVM entry point for remote procedure
calls builds a query plan. If the subject has permission to execute the stored procedure, the entry point for
the execution of stored procedures is invoked. A remote procedure call sent as a language request is handled
the same way as other language requests and is sent to the parser.

Option, echo, and logout requests are handled directly by the connection handler and are not passed to
the TDS engine. If the request is to list or set an option, the connection handler checks that the subject
has permission to perform the requested operation before performing the function. If the request is an
echo request, the connection handler returns the data to the client. If the request is a logout request, the
connection handler terminates the session.

As the Server processes a request, it generates responses to be returned to the client. These responses include
the format of data rows, the actual data rows, the format of the results of compute clauses, the actual results
of compute clauses, and messages to indicate that the processing of a request is complete. As a request
is processed, calls are made to macros to assemble the TDS packets. The applicable TDS tokens and the
results of the request are stored in the communications I/O buffer for the task. For example, if the Server
were executing a simple SELECT command that returns several rows;, a TDS_ROWFMT token followed by
the row format, followed by a TDS_ROW token and the row data for each row, followed by a TDS_DONE
token would be stored in the communications I/O buffer. As the buffer is filled, checks are made to detect
when the buffer is full or the end of the message. When the communications I/O buffer is full, a routine is
called to send it to the kernel for processing stream I/O. The kernel stream I/O module calls the NETLIB
routine to send the response to the client.

TDS responses are received at the client. At the lowest level, there are NETLIB routines for handling the
connection and receiving packets from the Server. The NETLIB routine for receiving packets is called by
CTLIB routines to get the results of a request and information about results. Because the TDS protocol is
a half duplex protocol, a CTLIB routine can wait for a response to be returned to the client. The CTLIB
routines are called by the administrative utilities or application programs.

“The DBMS engine is described on page 55, “DBMS Engine Processing”.
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4.7 DBMS Engine Processing

The Server accepts the following types of commands:

e TSQL commands (e.g., SELECT);
e Stored procedures (e.g., sp-adduser); and
e Other commands (e.g., dbcc).

The DBMS layer is the portion of the Server that processes commands from users. Commands may be pro-
cessed through several phases: parsing, sequencing, compilation, and execution. The compilation phase has
two steps: normalize and compile. The compile step includes preprocessing and plan building. Figure 4.15,
page 55 depicts the general calling hierarchy. These phases use a number of tree structures for processing.
This section first discusses tree structures, followed by a discussion of parsing, sequencing, compilation, and

execution.

Parsing

|
!

Sequencing
- . v
Compilation
¢ | Compile Execution
Normalize Pre” |~ Plan_ | _

Processing| Building ‘
!

Resource Managers Access Methods

- J

Figure 4.15. Command Processing

4.7.1 Tree Structures and other Data Structures

Trees are the primary data structure used during parsing, compilation, and execution. Trees are made of
nodes with a single node at the top, and one or two subordinate nodes. The subordinate nodes grow downward
with each node optionally pointing to further nodes on the left and right. A tree may be composed of a
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number of different types of nodes (e.g., SEQNODE, CMDNODE). These nodes are discussed throughout
the following sections.

There are three types of trees involved in parsing, compilation, and execution:

e A parse tree, which is output of the parsing phase;

e A definition tree, which is output of the normalization step of the compilation phase; and

e A resolution tree, which is output of the preprocessing portion of the compile step of the compilation
phase.

The final step of the compilation phase involves building a query plan, which is the entity that is ultimately
executed. The result of this execution is returned to the user.

At system startup, the Server allocates an area of Server shared memory specifically for storage of trees
and plans, called the procedure cache. The proc_hdr and proc_buf data structures are used to store and
manage trees and query plans. These data structures are stored in the procedure cache.

The proc_hdr data structure is used to represent trees and plans. It is the structure that guides the
execution phase. To build a tree or a plan, a proc_hdr data structure is allocated by the Memory Manager
from the procedure cache shared memory. Subsequently, all memory for a tree or plan comes from the
memory allocated for the proc_hdr. For stored procedures and triggers that call other stored procedures
and triggers, the proc_hdrs are linked together to identify the calling sequence for the stored procedures
and triggers. A proc_hdr data structure contains the following information:

e A pointer to a tree or a query plan;

e A link to a stored procedure or trigger, if one is called;
e Stored procedure or trigger ID; and

e Status information.

The proc_buf data structure is the primary data structure that manages the procedure cache. A proc_buf
data structure points to a proc_hdr in the cache and indicates whether the proc_hdr represents a plan or
a tree. The Procedure Manager manages the procedure cache and its data structures.

4.7.2 The Parsing Phase

The parser receives queries and utility commands from users, constructs a parse tree according to the syntax
rules of the TSQL language, and stores it in a proc_hdr data structure. It validates the syntax, and if
errors are found, returns them. Figure 4.16, page 57 depicts a simple parse tree. A SEQNODE, which
represents the entire TSQL statement or utility command, is always present at the root of the parse tree.
The SEQNODE contains the following information:

Type of node;

Pointer to the query plan generated during the compile step;

Master Protection Check Request (MPCR) (see page 58, “Normalization”); and
Pointers to the next steps in the parse tree.
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select * from tablel
union
select * from table2

Proc_Hdr
SEQ-
NODE
CMD- CMD-
NODE NODE
ROOT ROOT
NODE NODE
Range Table: tablel Range Table: table2

Figure 4.16. Simple Parse Tree
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Subordinate to the SEQNODE are one or more CMDNODEs. A CMDNODE separates the steps of a query
that are broken into multiple statements for processing. A CMDNODE does not maintain any informa-
tion about the TSQL statement itself. Instead, one or more ROOTNODESs are always subordinate to a
CMDNODE as depicted in Figure 4.16, page 57.

A ROOTNODE represents a single command against the database. In addition to other information about
the command (e.g., command type), the ROOTNODE contains the range table. The range table data
structure maintains information about objects referenced in the query. The following information is kept in
each range table entry:

e Name of the referenced object;
e Object ID; and
e DBID of the database which contains the object.

The parser does not perform any access checks. It only enters the name of each referenced object in the
range table. During preprocessing, the range table is used to resolve views that may result in additional
entries to the range table. The parser does not attempt to determine if the referenced object(s) exists.

4.7.3 The Sequencing Phase

The sequencer controls command processing and execution. It does not directly manipulate or execute a
query. Rather, it controls the sequence of actions performed on a query. The sequencer calls upon other
modules to perform actual normalization, compilation, or execution of a query.

Different types of commands follow different paths through the sequencer. For instance, the processing
steps for a Data Manipulation Language (DML) command?® are to build a parse tree, perform normalization,
perform preprocessing, build the query plan, and initiate execution. On the other hand, for a Data Definition
Language (DDL) command,’ a parse tree is built by the parser but the normalization process creates only
the MPCR and does no other normalization. No preprocessing is done. The query plan is created and
execution is initiated.

4.7.4 The Compilation Phase

During the compilation phase, the query is optimized and the lock strategy is chosen. The compilation phase
has two steps: normalization and compile. Compile also has two steps: preprocessing and build plan. All
steps of the compilation phase are described in the following sections.

4.7.4.1 Normalization

Normalization is the process of converting a parse tree into a format that is easily manipulatable by the
compiler when building a query plan. The input to the normalization step is a parse tree, and the output is
a definition tree. A definition tree follows a set of conventions for the position of certain types of nodes within

8 A DML command is one that is used to manipulate data in a database (e.g, update).
9 A DDL command is used to define a database.
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the tree as well as the structure of certain types of expressions. Also performed during the normalization
step are the following:

e Protection Check Request (PCR) creation;
e Access registration; and
e Object binding.

During the normalization process, various database objects are accessed. As these objects are accessed,
they are opened so that a DES is created in the Server shared memory that describes the object, including
information about the object from the sysobjects system table.

PCR Creation A PCR represents a desired action by a subject. There are three types of PCRs:

e Master PCR (MPCR) that is always associated with a given command;

e Access PCR (APCR) that represents a protection check request for each type of access required in
performing a particular command; and

e Instance PCR (IPCR) that represents a specific instance of an access. Each IPCR is described as a
list of attributes that distinguishes one instance from another. An attribute identifies the object that
is the target of the access, as well as other information pertinent to the instance.

Figure 4.17, page 60 depicts an example of the PCR hierarchy for the following command: SELECT * INTO
db2..t2 FrROM db3..t2.

During normalization, an MPCR is created and attached to the SEQNODE for commands. The DBID of the
database current at the beginning of the command execution is stored in the MPCR. As shown in Figure 4.17,
page 60, the MPCR also points to a list of APCRs. Each APCR represents a particular access required. An
access token representing the access type is stored in the APCR. The APCR also contains a pointer to a list
of IPCRs for the particular access and a pointer to the next APCR in the chain. In Figure 4.17, page 60,
the TSQL command generates four APCRs: CREATE TABLE, SELECT, INSERT, and USE.

Access Registration. Access registration is the generation of a specific protection check request in the
form of an IPCR. Each IPCR represents a “registration” of a specific instance of an access. For example, in

Figure 4.17, page 60, the use APCR has two IPCRs: one for db3 and one for db2.

Each TPCR contains a pointer to the next IPCR in the chain, a list of attributes that describe this IPCR,
and status information that indicates whether this IPCR has already passed or failed its MAC (in Secure
SQL Server only) and DAC checks.

Object Binding During normalization, additional information is added to the range table. As previously
discussed, the parser stores only the names of the referenced objects in the range table. At this point, each
object that was referenced and has not already been opened internally is opened and therefore is bound. If
the object cannot be opened, an error is returned. Otherwise, the object IDs for each referenced object are
added to the range table. Column IDs for any referenced columns are also added to the range table.
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4.7.4.2 Compile

The input to the compile step is a definition tree. During the preprocessing phase of compilation, a resolution
tree is built. A resolution tree is a transient structure that the compiler subsequently turns into a query plan.
A resolution tree is a parse tree that has been normalized, upon which view resolution has been performed
and several enhancements to the tree structure made for subqueries. As mentioned earlier, the compile step
has two steps: Preprocessing and Build Query Plan.

Preprocessing. The preprocessing step in the compile phase includes view resolution. A view is defined
as a SELECT statement over one or more tables or views, and its definition is stored in system tables. When
a view is referenced, the view definition is read from the system tables.

During preprocessing, the compiler checks each entry in the parse tree to determine if it is a view. If it is, the
view is resolved by reading its definition from the system tables. Each base table referenced by the view is
then opened, and a new entry is added to the range table for each referenced base table. IPCRs are added
to the resolution tree for each object referenced by the view.

Build Query Plan. Once preprocessing is done, the compiler builds a query plan. A query plan is a set
of data structures containing instructions to the execution phase of the Server. Optimization is performed
in this step to enhance performance. No access checks are performed in this phase.

4.7.5 The Execution Phase

During the execution phase, initialization is performed, followed by a call to the RVM mechanism that
performs MAC, DAC, and audit. This is followed by execution of the query plan.

4.7.5.1 Initialization

During initialization, any necessary locks are acquired and any referenced objects not already opened are
opened. An array of DES pointers (which keeps track of opened objects), one for each opened object, is
stored in the PSS.

4.7.5.2 The Reference Validation Mechanism

The RVM is responsible for performing access checks and generating audit records. The general approach
taken by the RVM is to register each access made via a Server command, and to invoke the RVM’s permission-
checking and auditing mechanisms once all accesses have been identified. After the MAC, DAC, and audit
generation steps are complete, execution begins by scanning through the query plan.

The Protection Information Array (PIA) is an array indexed by access types that is used in performing
access checks and auditing. The PIA contains the following information:

e Access type;
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e MAC access function;
e DAC access function; and
e Auditing function.

The RVM Approach. The RVM mechanism is based on identifying each access made via commands in
the Server, defining the appropriate MAC, DAC, and auditing requirements for each access, and creating
a “registration” and “dispatch” mechanism that will inform the RVM of a particular access and invoke
the RVM’s permission checking and auditing mechanisms once all accesses have been identified. Once
all necessary accesses have been defined, the RVM provides a mechanism through which accesses can be
registered for reference validation and auditing purposes.

Once all accesses have been identified and the PCR, tree is built, registered, and populated with information,
it is submitted to the RVM. The RVM cycles through all IPCRs found in this tree, applying all necessary
MAC and DAC checks, and performing appropriate audit actions for accesses represented by each IPCR.
Figure 4.18, page 63 depicts how an access instance is filtered through the RVM when performing a MAC
check. The access instance found in the IPCR is used to index into the PIA. The array entry thus found
points the RVM to the applicable MAC module for this particular IPCR. This MAC module is then used to
perform all necessary MAC checks.

It is important to note that the RVM does not address non-command accesses such as login or logout and
it does not handle row-level MAC checks. These are handled as described on page 37, “Label Services”.

MAC Checks. The first thing performed by the RVM are MAC checks. For instance, for each target
table, the subject’s curread must dominate the hurdle of the table. If the DBID is stored in the IPCR, it
is used, otherwise the DBID stored in the MPCR is used. The table identifier is found in the IPCR. Given
this information, the hurdle is retrieved from the sysobjects system table and compared with the subject’s
curread found in the PSS. For more information on MAC, see page 93, “Mandatory Access Control”.

DAC Checks. The user ID and any role information is stored in the PSS; the operation requested is
found in the APCR; and the DBID, OID and any affected columns are found in the IPCR. This information
is compared against the information stored in the sysprotects system table to determine if access should be
granted. Each row in sysprotects contains the object ID, user ID, granted or revoked permission, operation,
and a columns bit map that indicates particular columns. For more information about discretionary access
control and the discretionary access control algorithm, see page 87, “Discretionary Access Control”.

Audit Record Generation. Audit records for object accesses, as well as procedure execution, are gener-
ated if relevant auditing is enabled. Any generated audit records are sent to the audit queue (see page 104,
“Audit” for a discussion of the audit mechanism).

4.7.5.3 Query Plan Execution

A specific execution entry point exists for execution of stored procedures and execution of each type of
command. The appropriate entry point is invoked depending on what is represented by the query plan.
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4.8 Database Access Methods

The Access Methods subsystem has two important functions: the management of data on disk and the
manipulation of database constructs, such as tables and rows. This section describes how databases and
tables are opened, dropped, and closed. This section also describes how user tables are accessed for insert,
delete, select and update operations.

A table may be opened by name or object ID. For both cases, if the object trying to be accessed is located in a
database other than the current one, the user must change the database context for access to the appropriate
database. Changing the database context in the Secure SQL Server requires a database-level hurdle-check.
The following bits may be configured to specify how the rows should be read and/or written from the user
or system table (the set of bits do not imply a MAC violation; everything is handled within the TCB):

B1_RD_MACXMPT (do not check row sensitivity labels during read);

B1.WT_MACXMPT (same as above except for writes);

B1.GETROWMAC (check row labels when retrieving rows);

B1.RANGED_WT (writes are being performed over the range of labels specified by the user’s write
session labels); and

¢ BI_LKEEP_ORIG_LAB (retain the original labels of rows during updates).

4.8.1 Creating and Opening a Database

When a database is opened, the DBTABLE Manager acquires a free DBTABLE structure and initializes the
DBID. The DBTABLE Manager then initializes the database context in the PSS to point to the DBTABLE
structure that has been acquired. The kept count must be incremented at the time the structure is made
active; otherwise, the DBTABLE Manager may grab an active structure where the kept count equals zero
if there are no free structures available. The lock state of the DBTABLE structure makes the structure
available only to the task that has it locked. The destroy state of the DBTABLE structure is initialized
when a currently active DBTABLE structure that is currently active has to be reused due to a lack of free
structures.

Users who have the SA role or who have been granted the create database permission may create a
database. Only users who have the SA role are allowed to grant and revoke the create database permission.
In the Secure SQL Server, a MAC check is performed to verify that, if a maxhold value was specified when
creating the database, its value is between the user’s maxwrite and minwrite and is dominated by the
user’s curread. A newly created database is initialized as a copy of the model database.

4.8.2 Creating and Opening Tables

This section describes the process of creating a table. The database that contains the table must exist and
be open. The table name must be unique within the database and to the owner. A user may create a table
in a different database, providing they are listed in the sysusers table and have create table permission for
that particular database. Space is allocated to tables in increments of one extent at a time. When an extent
is filled, another extent is allocated.

A session descriptor, SDES is allocated to the table upon opening. The SDES is a pointer to the descriptor,
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DES, for the associated table. The SDES records all information necessary for controlling access to the
rows of data (e.g., index being used, current row being scanned).

When issuing the CREATE TABLE command, the user must be the DBO, must have the SA role, or must
have been granted create table permission for tables other than temporary, audit or system tables. In the
Secure SQL Server, the following MAC checks are performed:

e User’s curwrite must be dominated by the database’s hurdle;

e User’s curread must dominate the hurdle of any referenced tables;

e If a maxhold or a minhold value was specified, the following apply: 1) all hold values must be
dominated by the user’s curread, dominated by the user’s maxwrite, dominated by the database’s
maxhold, and must dominate the user’s minwrite, and 2) the resultant hold values must have max-
hold dominating minhold.

The hurdle on newly created tables defaults to the user’s curwrite. If the Table Owner did not assign
maxhold or minhold values, these values default to the user’s curwrite.

4.8.3 Dropping Databases and Tables

When a database is dropped, its DBTABLE structure is placed in the drop state. This is done before
returning the structure to a free state so that it can be used by another database. A user must be the Table
Owner or have the SA role in order to successfully drop a table. For the Secure SQL Server, a single MAC
check is performed to verify that the user’s curwrite equals the hurdle of the table being dropped.

4.8.4 Closing Databases and Tables

When closing a table, all allocated resources must be released. All associated sort descriptors, DES, and
kept buffers for the SDES are released. If the object belongs to a database other than the current one, that
database is closed upon relinquishing all resources.

4.8.5 Select on a Table

When performing a select operation on a table to retrieve all qualifying rows of data in the table, a scan must
be initiated. A session descriptor SDES is initialized to setup search arguments. A scan may be performed
based on an index or on row-IDs. The first page is scanned and all row-1Ds of qualifying rows on the page
are stored in a buffer in the SDES. If there is not enough space in the buffer for all qualifying rows, the
row-IDs in the buffer will be processed, and the additional row-IDs will be loaded into the buffer when the
process loops back.

With an index scan, the index page that points to the qualifying data row or data page is retrieved. If the
request is a scan based on row-IDs, the scan retrieves the data page containing the requested row(s). If it is
a forward scan, the row-ID is the first row-ID in the list; otherwise, it is the last row-ID. At this point, the
first data page has been fetched.
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4.8.6 Direct and Deferred Update Operations

A direct update operation is performed immediately. The corresponding rows are identified, and then
the changes are made. Updates are categorized as in-place, cheap, or expensive. In-place updates are
modifications to data rows that do not involve any movement on the current data page. Cheap direct
updates involve increasing the length of the original row without requiring data to shift to a new page.
Expensive direct updates result in data rows moving from their original data page.

For deferred operations (e.g., in transactions), the rows are identified and logged, but no changes are made.
Additional routines are called to initiate deferred operations. Deferred operations follow a two-phase ap-
proach. Delete and insert operations involve identification of all qualifying data rows. After all rows have
been identified, they are logged and, when called, the respective actions are performed. Deferred updates
involve deleting the specified data row, then inserting the new row with modifications. A deferred update is
done when a direct update is not possible. All deferred operations are logged in the syslogs table.

4.8.7 Deleting a Row

To delete a row, the data page containing the row must first be located. A delete operation must be performed
to remove the row from the data page. Deleting a data row also requires removing an entry for the row in
any non-clustered index. If the row is the last row on the data page, an entry must also be removed from
the clustered index. In the Secure SQL Server, MAC checks are done before the operation is performed.

4.8.8 Inserting a Row

An insert routine is called when a new data row is to be inserted into a table. If the table to be updated has
a non-clustered index, the new data row will be added to the last data page of the table. For a table with
a clustered index, a search is initiated to find the location within the data page where the new row will be
added. In the Secure SQL Server, MAC checks are performed and a check is made to ensure maxhold is
greater than or equal to curwrite, which is greater than or equal to minhold before the new information
is inserted.

4.9 Backup Server

The Backup Server supports backup and restoration of databases and transactions. This mechanism is
accessible to the DBO and Operator. It is initiated by the DUMP DATABASE, DUMP TRANSACTION, LOAD
DATABASE, or LOAD TRANSACTION commands.

4.9.1 Backup Server Startup and Shutdown

A Backup Server is started by running the STARTSERVER utility. This is the same utility used by the Server.
In the Secure SQL Server, the Backup Server executes at Data High because it performs operations on
data ranging from Data Low to Data High. After a successful startup, the Backup Server creates its own
listener task, which listens for connections from a Server.
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The Backup Server is shutdown in response to the SHUTDOWN command issued by the Server. The Server
sends the shutdown request to the Backup Server as an RPC. The RPC is sent in either immediate or
deferred mode. Immediate mode implies that the Backup Server is to shutdown without allowing work in
progress to complete. Deferred mode allows established connections to complete their operations and then
close. In deferred mode, no new non-shutdown sessions are permitted. The shutdown RPC is privileged,
and requires authentication during the connection before the operation is performed.

4.9.2 Backup Server Architecture

When the Backup Server is initialized, a public named pipe is created to handle communication between the
Server and the Backup Server. The Backup Server’s public named pipe pathname is stored in the Server
interfaces file. The Server Network 1/0 Task loops continuously waiting for connection requests from clients.
In the case of the Backup Server, the Server is the client. There is never a direct connection between a Server
client and the Backup Server. All Backup Server requests must originate from an authorized Server. When
a request is initiated, the Connection Handler Task passes the request to the TDS Engine for processing.

The challenge/response protocol between the Server and the Backup Server is similar to the challenge/response
between two Backup Servers. The challenge/response is started with generation of a challenge key. The
challenge is then issued with a response request. The response request is returned and compared with the
acceptable value. If the response is a match, the connection is acknowleged. The challenge/response mech-
anism uses encryption when validating the requesting Server’s connection. The challenge/response protocol
is not relied upon to satisfy requirements in the evaluated configuration.

For each dump or load operation there is a primary connection between the primary Backup Server and the
Server. In the case of the DUMP DATABASE operation, there is also a secondary connection used for handling
the overflow of flush lists during a dump.

Each connection to the Backup Server results in the creation of a client task (or session task). The purpose
of the client task is to perform all RPCs associated with the particular dump or load operation for which
the connection was established. If the RPC is valid, it is executed. Otherwise, the Backup Server sends a
failure indicator to the Server. The Backup Server sets up a Task State Structure (TSS) for each client
connection. The TSS describes the task, initializes the state, and adds the TSS to the list of active client
tasks.

A dump operation can distribute the archive data for a database across multiple archive devices by striping.
A stripe associates a single piece of a database with a corresponding archive device. Note that the piece of
the database may itself be distributed across multiple database devices, so a stripe may be specific to one
archive device but not necessarily one database device.

The client task creates an I/O Service Task (I/O Task) for each stripe involved in its operation. The purpose
of the I/O Task is to transfer data between the database and archive device for that database stripe. The
I/O Task performs the actual read/write operations to and from a stripe. When the operation is complete,
all connections and Backup Server tasks terminate.

Associated with each I/O Task are two OS processes: an archive emulator and a database emulator. The
archive emulator is created by the I/O Task to interact with the archive device corresponding to the stripe
that the I/O Task is handling. Similarly, the database emulator interacts with database device(s) storing
the portion of the database associated with the stripe.
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Figure 4.19. Backup Server Architecture for a Local Archive Device

When the archive device is attached to the local Backup Server platform, the /O Task creates an archive
emulator process that creates a database emulator process, as shown in Figure 4.19, page 68. The two
emulator processes synchronize 1/0 operations via a pipe!®. The 1/O Task communicates with processes
via two one-way pipes, which are shared by the processes; and by using a shared Command Buffer memory
segment. Two shared I/O Buffer memory segments are used by emulator processes for transferring data
pages between the devices.

4.9.3 Dumping Databases and Transactions

To perform a DUMP DATABASE or a DUMP TRANSACTION operation, the user must be the DBO, the Operator,
the SA, or have been granted the DUMP DATABASE permission to issue this command. In the Secure SQL
Server, when the user is the DBO or the SA, a MAC check is made to verify that the user can read the
database (i.e., determine that the user’s curread dominates the hurdle of the database). The Operator
does not have access to view the data being dumped or loaded.

The Backup Server dump devices are labeled Data High, and are owned by the sybase account. The
permissions on these devices are set to read/write owner only to prevent unauthorized access to the archive
devices. Data that is archived via the DUMP command can be read only by using the LOAD command. The
sensitivity labels of the database and its associated objects are preserved by the buMP command and are
restored by the LOAD command. Each DUMP or LOAD command generates a unique session ID that is used

10 These pipes are the standard UNIX pipes provided by the OS.

68
FINAL: 3 March 1997



Final Evaluation Report Sybase SQL Server Version 11.0.6 and Secure SQL Server Version 11.0.6
4.9. BACKUP SERVER

for validating whether the request is coming from an authenticated connection.

The Secure SQL Server incorporates a mechanism for preserving labels of objects upon backup and successful
restoration of a database. This mechanism makes use of the sensitivty label identifiers (SLIDs) described in
page 93, “Labels”, and is responsible for the existence of database SLIDs.

When a database is dumped on one Secure SQL Server and is transported and loaded onto another Secure
SQL Server, the syslabels table within the dumped database is accessed and altered so that it conforms with
the syslabels table within the master database. This alteration is performed as part of the LOAD DATABASE
command on the Secure SQL Server after the database has been fully read from the archive device. Within
the syslabels table of the restored database the master_slid entry in every row is zeroed. The syslabels table
in the master database is then referenced, and the master SLIDs are placed in the restored syslabels table
for the rows that have recognizable hostlabel entries. For those remaining rows of the restored syslabels table
(the rows that contain OS labels not currently used within any of the databases within the scope of the
Secure SQL Server), a check is made with the OS that the labels are valid. The check for the validity of
the labels is made using the routines provided by the kernel for interfacing with the OS. For each valid OS
label, a new entry is made in the syslabels table in the master database that generates a unique master SLID,
which is placed in the master_slid entry of the row in the restored syslabels table.

If an OS label is invalid, the load is aborted and an error message raised. The data in the underlying database
over which the “invalid database” was restored upon is lost. The restored data of the “invalid database” is
inaccessible to all users, but if the OS system security officer can successfully add the missing labels to the
“label database” of the OS without changing any existing labels on OS files, database objects, etc., then
attempting to LOAD the database a second time will succeed.

4.9.4 Loading Databases and Transactions

To perform a LOAD DATABASE or a LOAD TRANSACTION operation, the user must be the DBO, Operator, or
SA to issue this command. For the Secure SQL Server, the following MAC checks are performed:

User must be able to view the database (i.e., the user’s curread should dominate the hurdle of the
database) unless the user is the Operator;

Hurdle of the database should match the hurdle of the database in the dump;

Data Low should match the Data Low value in the dump; and

Data High should match the Data High value in the dump.

When loading a transaction, an additional MAC check is performed to verify that the maxhold of a database
matches the database maxhold in the dump. When loading a database, the load could result in a change
of the maxhold of the database or the introduction of an invalid label into the system. Therefore, a label
consistency check is performed after each load, resulting in an unstable database if there are any discrepancies.
A LOAD operation is initiated by a client that sends a request to the Secure SQL Server. The Secure SQL
Server, in turn, translates this to an RPC and forwards the request to the Backup Server.
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4.9.5 Database Device Management

A typical Backup Server operation includes one primary phase and one or more secondary phases. A primary
phase is one in which changes are permitted to the database while executing. The purpose of a secondary
phase is to ensure that any pages created or changed, logged, or non-logged after the start of the primary
phase are included in the archive. The FLUSHPAGES and SCANLOGPAGES phases of the dump operation are
secondary type phases.

A general rule for a DUMP operation is that the pages belonging to a particular phase may be dumped in
any order, but all pages from the previous phase must be dumped before any page is dumped from the next
phase. A similar rule applies for the LOAD operation. Pages in a particular phase may be loaded in any
order, but all pages from the previous phase must be loaded before any page is loaded from the next phase.
These two rules are enforced by the Backup Server.

4.9.6 Archive Device Management

The DumMP DATABASE command collects all necessary information in two areas: a dump header and a dump
trailer that are respectively the first and last items written to an archive device. The LOAD DATABASE
command receives this information from the Backup Server as return parameters from RPCs, and uses it to
control the load. The header data validates whether the load may succeed, and provides control information
that will be used to reconcile the loaded database with the physical storage into which it was loaded. The
trailer provides knowledge of where recovery should stop when reconstructing the finished database.

The sysdatabases table contains the database’s name, its ID, the date and time of its most recent transaction
dump, the next available object ID for created objects, and (for Secure SQL Servers) the hurdle and
maxhold information. The sysusages table contains the database’s physical layout: its size; the number of
fragments into which it is divided; the kinds of data that may be stored on each fragment; and for Secure
SQL Servers, the values for Data High and Data Low.

4.9.7 Error Handling

All Backup Server error messages contain an error number, a severity, a state, and the text. The Backup
Server may continue processing, back out one command, disconnect the user connection or terminate itself
based on the severity of the error raised. All error messages are sent back to the Server, and may also be
directed to other locations (e.g., console, standard error).

4.10 Server Installation, Startup and Shutdown

The Server is installed at some point after the OS has been installed. This procedure is performed using
the sybinit program. During sybinit operation, a number of parameters are supplied by the installing
administrator that relate to the security of the Server. These parameters include the values for Data
High and Data Low and the number of audit tables to be installed. Once the Server is installed, the
administrator must install user accounts in accordance with the Server TFM. At that point, the Server is
ready for operation.
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To start the Server running, an OS process must be running as the sybase user that invokes the startup
command. This will usually be initiated from a script run automatically when the OS is started. When the
Server is started, it performs the following:

e Allocates the startup structure that contains the name of the master file, server, and configuration file;

Parses the Server command line (this may include information supplied by an administrator that will
override the configuration items);

Sets up signal handlers;

Opens the error log;

Reads in the configuration information;

Determines the size of memory needed by the Server and creates an appropriately sized shared memory
segment;

Initializes the global data structures in the shared memory segment;

Platform-specific initialization;

Spawns various kernel tasks;

Spawns the initial task (which will spawn the services tasks), and starts up other SQL engines; and
Invokes the scheduler.

At this point the Server is running and will accept user logins.

When the Server is signaled to shut down, it first disallows new logins; then it checkpoints all databases and
waits for all active tasks to complete. It then kills off all SQL engines and terminates.

4.11 System Tables

At the SQL interface, the Server makes many of its internal data structures visible to users in the form of
tables. While many internal data tables are actually stored as database tables, some are just presentations
of internal data as tables. Updates to these tables are through system-stored procedures or as effects of
various commands, with direct updates to these tables disallowed by the TCB.!!

System tables fall into two categories: those that contain global information and those that contain informa-
tion specific to a single database within the Server. The following are general descriptions of the contents of
those tables. More detail is available to users in the (Secure) SQL Server Reference Manual. The descriptions
are broken down into three tables:

o Table 4.8, page 73 describes system tables that exist only in the master database.

o Table 4.9, page 74 describes audit related system tables that exist only in the sybsecurity database.

o Table 4.10, page 75 describes system tables that reside within each database. These tables also exist
as part of the master and sybsecurity databases.

In the description tables, one column lists the DAC profile of each system table. Generally, this column
is either select granted to public, meaning anyone may read that system table, or none, meaning only the
System Security Officer (SSO) may read that system table. Some system tables grant public select access to
some columns, while only the SSO may read all columns.

1 The SSO may override this, but doing so places the system in an unevaluated state.
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In the description tables, one column lists the MAC profile of each table. Each profile corresponds to an
entry in Table 4.11, page 76, which shows the sensitivity labels associated with the system tables and their
rows on the Secure SQL Server.
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Table Contents | DAC MAC
syscharsets Information for alternate character sets and sort orders. select granted Data Low
to public
sysconfigures | Various Server configuration parameters. Changes to select granted Data Low
values in this table may take effect only when the Server to public
is restarted or a RECONFIGURE command is issued.
Its contents are manipulated using the sp_configure
procedure.
syscurconfigs | Configuration parameters that are currently in effect. select granted Data Low
to public
sysdatabases | Description of all databases present in the Server, with select granted Curwrite
each row describing a single database. This description to public
includes: (select revoked
e Name of the database; from public on
e Database identifier; audflags,
o Identifier of the owner; deftabaud,
o Sensitivity label of the database; defvwaud, and
e Maximum sensitivity label of any object in the defpraud.)
database;
o Audit settings for the database;
o Default audit settings for tables;
e Default audit settings for views;
o Default audit settings for stored procedures;
o Creation date;
e Date of the last dump transaction;
e Pointer to the transaction log; and
e Set of control flags.
sysdevices Information on devices being used by this Server. select granted Data Low
to public
sysengines Information related to each database engine currently none Data High
on-line.
syslanguages | Information to support languages other than U.S. select granted Data Low
English. to public
syslocks View of active locks. select granted Curwrite
to public
sysloginroles | List of users who may operate under various roles. Each none Data High

row contains a user/role pair. This table is manipulated
using the sp_role procedure.

Table 4.8. Master System Tables
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| Table | Contents | DAC | MAC |
syslogins List of user accounts on the Server. Each row represents select granted Data High
a single user and includes the following information: to public
e Server’s user identifier (SUID); (select revoked
e Login name; from public on
e User’s full name; password and
e Status of the account; audflags.)
e Encrypted password;
e Date that the password was last changed;
o User’s clearance;
e Maximum read label (multi-level users only);
¢ Maximum write label (multi-level users only);
¢ Minimum write label (multi-level users only);
e Account’s audit flags;
e Total CPU usage;
e Total I/O usage;
e Date usage was last cleared;
e Default language of the account; and
o Default database for the account.
sysmessages Text returned for each system error or warning. select granted Data Low
to public
sysprocesses Information on the processes currently running on the select granted Curwrite
Server. to public
sysservers Information for the Server to locate remote Secure SQL select granted Data High
Servers, Backup Servers, and Open Servers. Only to public
Backup Servers are in the evaluated configuration.
sysremotelogins | Mapping of user identifiers on the local server to ac- select granted Data High
counts on remote servers. Remote servers are not in the to public
evaluated configuration.
syssrvroles Mapping of Server role identifiers to the text name of none Data Low
that role.
sysusages Information on the assignment of disk space to select granted Curwrite
databases. to public
Table 4.8. (continued) Master System Tables
| Table | Contents | DAC | MAC |
sysauditoptions | Global auditing settings for the Server. Access to this none Data High
table is limited to the SSO and is manipulated using the
sp_auditoption procedure.
sysaudits_nn Server’s audit log. Each audit record is stored as a row none Data High

within these tables. The audit section of this report
describes the contents of each record and how records
are inserted into this table (page 105, “Audit Records”).

Table 4.9. Sybsecurity Tables
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| Table | Contents DAC | MAC |
sysalternates | Mapping of Server identifiers to database identifiers. select granted Table Hurdle
to public
syscolumns Information describing each column in every table and select granted Curwrite
view in this database. It also contains information to public
for each parameter for every stored procedure in the
database.
syscomments | Text defining of each view, rule, default, trigger, table select granted Curwrite
constraint, and procedure. to public
sysconstraints | Information for referential and check constraint associ- select granted Curwrite
ated with a table or column. to public
sysdepends Information linking the references between stored pro- select granted Curwrite
cedure, views, and tables. to public
sysindezxes Information on each index of each table. select granted Curwrite
to public
syskeys Keys within each table. select granted Curwrite
to public
syslabels Maps operating system labels to database SLIDs. It also none Curwrite
maps database SLIDs to master SLIDs.
syslogs Transaction log for the database. none Data Low
sysobjects Information describing each object within the database. select granted Curwrite
Each row describes a single object and includes the fol- to public
lowing information: (select revoked
¢ Name; from public on
o Identifier; audflags)
e User identifier of owner;
o Type (table, view, procedure, etc.);
o Certification status;
e Sensitivity label;
e Creation date;
e Stored procedure identifiers for triggers;
o Identifier of first table constraint;
e Maximum and minimum sensitivity labels held in ob-
ject (tables only);
e Sensitivity labels associated with trusted procedures;
e Audit flags; and
e Internal status information.
sysprocedures | Parsed version of syscomments. select granted Curwrite

to public

Table 4.10. Database System Tables
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| Table | Contents | DAC MAC |
sysprotects Discretionary access control information for the select granted Curwrite
database and objects within the database. Each row to public
contains the following information:
o Object identifier;
e User or group identifier of grantee;
e Action (SELECT, INSERT, DELETE, etc.);
¢ Type (GRANT, REVOKE, OR GRANT WITH GRANT);
e User identifier of grantor, and
e Bit map of columns to which this applies to.
sysreferences Information for referential integrity constraints. select granted Curwrite
to public
sysroles Maps Server role identifiers to database user identifiers. none Data Low
syssegments Information on segments. select granted Data Low
to public
systhresholds Information on thresholds. none Curwrite
systypes Information on datatypes. System-supplied datatypes select granted Curwrite
are located in the master database. to public
sysusermessages | Text for user defined messages. select granted Data Low
to public
sysusers Maps SUID’s to database user identifier. It also maps select granted Data Low
groups within the database. to public
Table 4.10. (continued) Database System Tables
| Type | Hurdle | Minhold | Maxhold | New Rows |
Data High system tables | Data High | Data High | Data High Data High
Data Low system tables | Data Low | Data Low Data Low Data Low
Curwrite system tables Data Low | Data Low | DB Maxhold | Curwrite of inserting subject

Table 4.11. Table MAC Constraints
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Security Architecture

This chapter describes the Server-protected resources. It includes a discussion of the identification and au-
thentication mechanism, administrative roles, and the Mandatory Access Control (MAC) and Discretionary
Access Control (DAC) security policies. The chapter concludes with descriptions of the auditing and object
reuse mechanisms.

5.1 Protected Resources

This section discusses users, subjects, and objects controlled by the Server. For a description of the security
policy implemented on these subjects and objects see, page 87, “Discretionary Access Control” and page 93,
“Mandatory Access Control”.

5.1.1 Users

User accounts are established as either untrusted or trusted. There are two types of trusted user accounts:
Multilevel user accounts and Role-based user accounts. Multilevel user accounts are applicable only in the
Secure SQL Server. Role-based user accounts are trusted users that have been granted one or more user roles
that allow users to perform privileged functions. For a more detailed discussion about roles, see page 85,
“Server Roles”. Multilevel users are permitted to operate over a range of sensitivity labels and are described
in detail later in this section. A user may be both a Role-based and Multilevel trusted user. An untrusted
user account has been granted no roles and may operate only at a single sensitivity label per login session.
The Server-wide security relevant attributes of a user include:

e Login name;

Password;

Server User Identity (SUID);
Account sensitivity labels; and

Roles.

Each user has a unique SUID for auditing purposes and within each database, users have a database-
specific User Identity (UID). Users may have different UIDs in different databases. Database-specific security
attributes for a user are the database UID, group information, and alias information. User groups are
database specific. All users are members of the group PUBLIC, and each user may also be a member of
one other group per database. The alias mechanism allows users within a database to be mapped to other
users within the same database. The user aliased to another user identity takes on the identity of the user
to whom they are mapped for DAC purposes. For auditing purposes, the SUID is used. Only the Database
Owner (DBO) and the System Administrator (SA) can set aliases.
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In the Secure SQL Server, Multilevel users are permitted to operate over a range of sensitivity labels during
a single login session. All users have a set of session sensitivity labels; however, for Single-level users all
sensitivity labels are set to the same value. For Multilevel users, the sensitivity labels may identify a range.
The sensitivity labels are: os_session_label, maxread, maxwrite, minwrite, curread, and curwrite. A
description of how these labels interact with the security policy is on page 93, “Mandatory Access Control”.

5.1.2 Subjects

Within the Server, tasks that represent operating system (OS) processes are subjects. A task is a thread
of execution within the Server and is initiated on behalf of a client OS process when the user logs into the
Server. One Server task represents one user session.

The security relevant attributes of a subject are stored in the Process Status Structure (PSS). The following
attributes are considered security relevant:

The SUID and the Group Identifer (GID);

Database-specific UID;

Roles that have been enabled;

A stack that contains stored procedure, trigger, and view information; and
A set of session labels (in the Secure SQL Server only).

Multilevel subjects are those subjects allowed to operate over a range of sensitivity labels during a single
session. The sensitivity label for an untrusted subject remains the same for the duration of a session.

5.1.3 Objects

An object is an entity that contains information that can be shared between distinct subjects. The set of
objects in the Server are disjoint from the OS objects. All objects have an owner, who is initially the creator
of the object. Ownership may be passed to another user, but there may only be one owner at a time. This
section describes the three types of objects in the Server: named, storage, and public. Common DBMS
resources local to a subject are also described in this section.

5.1.3.1 Named Objects

Named objects are shared objects having recognizable names at the TCB interface and being shared among
untrusted users. Named objects in the Server are databases, tables, stored procedures, and views. Named
objects are described further in this section. DAC is applied to all named objects and that policy is described
on page 87, “Discretionary Access Control”.

Databases are made up of tables containing rows that hold data. Columns are considered to be part of a
table and are protected by the access protection associated with the table.

There are three types of procedural objects: views, stored procedures, and triggers. Views are derived tables
consisting of rows and columns from base tables and other views. The basis for a view is a SELECT statement.
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A view may select a subset of columns or rows, or join data from multiple tables. Views may be used both
to give users a customized or limited perspective of the data, or to enforce a security policy.

Stored procedures are a series of Transact-Structured Query Language (TSQL) statements to be executed
as a unit. Stored procedures may be either developed by users as part of an application or System Stored
Procedures (SSPs) provided as part of the Server. Stored procedures may be used to group a set of TSQL
statements for the convenience of users or to enforce a security policy. System Stored Procedure (SSP)s are
shared throughout a Server installation. They may update protected system tables, and may operate with
their own session labels. They are used for many system administration, and system security tasks and often
require a specific role or ownership identity to run successfully.

A trigger is a set of TSQL statements associated with a table that executes automatically when a specific
INSERT, UPDATE, or DELETE statement is executed on the table. Triggers may be used to enforce a referential
integrity policy on a database. In addition, triggers allow changes to cascade through related tables, to aid
in enforcing complex column restrictions, or to perform actions in response to data modifications. Triggers
are not Server objects. They are considered table attributes and are protected by the access controls on the
table.

In Secure SQL Server, stored procedures, triggers, and views may be certified. The certification state can be
CERTIFIED, SUSPECT, or UNCERTIFIED. The state is stored with the definition of the object in the sysobjects
system table. The certification state reflects the status of the binding between the certified stored procedure,
view, or trigger and the objects it references. The UNCERTIFIED state is the normal state of stored procedures,
views, and triggers in the Secure SQL Server.

CERTIFIED stored procedures, views, and triggers have been inspected by an System Security Officer (SSO).
As aresult, the changes that may occur through recompilation are limited. This provides the assurance to an
SSO that specific instances of base tables and views that were referenced when the stored procedure, view,
or trigger was defined will not change without detection, meaning the SUSPECT object must be recompiled
before it can be used. All SSPs in the Secure SQL Server are CERTIFIED.

SusPECT stored procedures, views, and triggers are marked as suspicious and will not execute. Recompila-
tion or redefinition of a certified stored procedure, view, or trigger will result in an implicit change in the
certification state to SUSPECT. Alternatively, an SSO may have explicitly marked the stored procedure or
trigger as SUSPECT. However, if a nested entity is marked as SUSPECT, that certification state change may
not be propagated back to the invoking stored procedure, view, or trigger. At run-time, if an uncertified
nested entity is detected, execution of the stored procedure, view, or trigger will terminate; however, it will
not change the certification state of the invoking object. If a user object was never certified, it will always
be available to users with the correct access permissions.

5.1.3.2 Storage Objects

Storage objects are exported at the TCB interface, and allow information to be shared among multiple
untrusted subjects. Storage objects are protected by MAC. The storage objects in the Server are databases,
tables (including persistent temporary tables), rows, stored procedures, views, messages, defaults, rules, and
user-defined datatypes. The storage objects not described in the Named Objects section are discussed in
this section. The MAC policy on storage objects is described on page 93, “Mandatory Access Control”.

Within a database are user-defined messages. Messages are written by the DBO to raise database-specific
error messages. In the Secure SQL Server, messages are written at the curwrite of the DBO. Defaults and
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rules are applied to columns.

Defaults are values associated with specified columns. Users who may access a table may view the defaults
on the columns. Only the DBO or Table Owner (TBO) may create defaults. In the Secure SQL Server,
these are stored at the creator’s curwrite.

Rules are a specification of the format and type of data that a column must contain. Rules are written by
the DBO or TBO, and in the Secure SQL Server are stored at the creator’s curwrite.

User-defined datatypes are created by any user within a database for use in defining defaults and rules. In
the Secure SQL Server, user-defined datatypes are stored at the curwrite of the creator.

5.1.3.3 Public Objects

Public objects are those storage areas that may be viewed by any system user, but can be written only by a
privileged user. The only public objects are Server-defined variables. Users can query the Server and receive
information about system information such as the sensitivity label of Data Low and the minwrite for the
current user task.

5.1.3.4 User Local Resources

Local objects are objects specific to a user session; both non-persistent temporary tables and cursors are
local objects. Temporary tables are a special instance of user tables. Users may create temporary tables for
use in query processing. There are two types of temporary tables: persistent between Server sessions and
non-persistent between Server sessions. Persistent temporary tables reside in the tempdb database and are
considered to be storage objects. Users may grant access to these tables. Temporary tables of this type are
controlled in the same way as regular user tables; the only difference is that temporary tables are dropped
when the Server is rebooted. Non-persistent temporary tables are not sharable among users and are removed
when the creator’s session is terminated.

Cursors are another resource that cannot be shared. Cursors provide access to a set of rows returned from
a query. A cursor consists of two parts: a cursor result set and the cursor position. The cursor result set is
the set of rows resulting from execution of a query associated with the cursor. Cursor position is a pointer
to one row within the cursor result set. A cursor has a name and may be used to update or modify rows.
Cursors are local to a user session.

5.2 Identification and Authentication

The Server supports its own identification and authentication mechanism in addition to that of the supporting
OS. The Server maintains user login account information in the master database syslogins table. In the SQL
Server, the syslogins table includes the user’s login name, password, and SUID.

Although the user’s login name is maintained independently of the OS user name, the TFM recommends
that the two names be the same to facilitate audit trail correlation. In the Secure SQL Server, the syslogins
table also includes account clearance and the user’s session label limits. The clearance is a sensitivity label
that determines the highest level of information the user can access within the Database Management System
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(DBMS). Session label limits provide additional limitations on the level of information that a user can access
during a session. These include maxread and minread, which identify the maximum range over which a
multilevel user may operate (and are set to NULL for single level users) and minwrite, which identifies the
lowest level of information that can be written or modified by a user (and is manually set by the SSO to
Data Low for single level users). Because it is maintained independently of the OS user clearance, the user’s
DBMS clearance need not equal the user’s OS clearance. However, because the user’s session sensitivity label
must be dominated by both the OS session label and the DBMS clearance label, the user’s DBMS session
label is limited to the greatest lower bound of the OS clearance and the DBMS clearance. For multilevel
users, the session label limits include:

e maxread: upper bound on the sensitivity label of objects the trusted user can read;
e maxwrite: upper bound on the sensitivity label of objects the trusted user can write; and
e minwrite: lower bound on the sensitivity label of objects the user can write.

Unless a multilevel user specifically requests session labels when initiating a session, all of the user’s session
labels are established at the sensitivity label associated with the user’s OS client process, which must be
dominated by the user’s clearance. Multilevel user session labels are set to reflect the requested labels, but
are validated against the user’s session label limits. Administrators are not automatically granted multilevel
user capabilites; but because an SSO is responsible for maintaining the syslogins table, these capabilities can
be granted to a user who has the SSO role. The syslogins table also includes the following data for each user:

o Sensitivity Label (Secure SQL Server only);
e Server User ID;
o Account Status Flags;
— Password Less than 6 Characters.!;
— Account Locked; and
— Password Expired;?
CPU and I/O Utilization Data;
Account Default Database;
Login Name of User;
User Password (hashed);3
User’s Default Language;
Datetime Password Last Changed;
Audit Settings (see page 104, “Audit”);
Clearance (Secure SQL Server only);
maxread (Secure SQL Server multilevel users only);
maxwrite (Secure SQL Server multilevel users only);
minwrite (Secure SQL Server only); and
User’s Full Name.

Permission to SELECT from the syslogins table is granted to PUBLIC, but revoked for password and aud-
flags columns, which can be modified only using system stored procedures by the SSO or, in the case of the

1This status bit is provided to support upgrades from previous versions of the Server In the event that a user’s password is
less than six characters, which is precluded by the evaluated version but permitted by prior versions, the login will succeed, but
only the sp_password stored procedure may be executed.

2 A user with an expired password will be successfully authenticated, but the Server prevents the user from performing any
activity other than password changing.

3The password is hashed using a Data Encryption Standard (DES)-based encryption algorithm with the datetime of the
password change as the seed. The granularity of the datetime is 3.33 milliseconds.
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password, by the user. In addition, the Secure SQL Server maintains the table at Data High.

A sysusers table is included in each database. It stores the mappings between user SUIDs and the database-
specific user UIDs that are employed for granting and revoking DAC permissions. The database sysalternates
table stores mappings between SUIDs that enable users to access the database using DAC permissions
associated with the database-specific UIDs for different SUIDs. In these cases, audit records and, for Secure
SQL Server, MAC decisions are based on the original SUID, not the aliased one.

5.2.1 User Authentication

To establish a session with the Server, the user must have already established a client process with the
supporting trusted OS product, generally by logging in to the OS. The user then must log into the Server
to initiate a DBMS session. As the result of a successful? login to the Server, a subject is created on behalf
of the user. The subject, a DBMS user task, is represented by the combination of unique SUID, GID, a
database-specific UID, enabled roles, and, in Secure SQL Server, the session sensitivity labels. This login
information is stored in the user task’s PSS.

The major steps in identifying and authenticating a user and establishing a new user session are illustrated
in Figure 5.1, page 83. These steps are executed by the user’s connection handler task as the first operation
performed once the user’s client/Server connection has been established. Upon receipt of a TDS login
request (which contains the user’s login name and account password) the login function verifies that the
user name corresponds to an entry in the syslogins table. If the entry is found, the password provided
in the Tabular Data Stream (TDS) login request is hashed and authenticated against the user password
stored in the syslogins entry. In the Secure SQL Server, the connection handler task then receives the user’s
requested session labels, if provided, and uses them (in conjunction with the session label limits stored in
the syslogins table) to establish the user’s requested session labels. Finally, the connection handler provides
a login acknowledgment to the client process indicating either successful login (if all checks succeeded) or

failure (if any check failed).

5.2.2 Establishing Session Sensitivity Labels

In the Secure SQL Server, following user authentication, the listener task retrieves the os_session_label
from the user’s OS process sensitivity label, and establishes the user’s connection handler task at that label.
Figure 5.2, page 84 illustrates the standard label handshake protocol used to establish the user’s session
labels.> Requested session sensitivity label limits, if any, must be dominated by the session sensitivity
label limits in syslogins, and are used to set up the session sensitivity labels in the user task’s PSS data
structure. Single level users are restricted to their OS process label, which must be dominated by the user’s
clearance in syslogins. If a single level user includes login request labels not equal to the os_session _label,
the login request fails. Similarly, if a multilevel user specifies login request labels not dominated by the
os_session_label or if the login request labels do not satisfy the required dominance relationships (see
page 93, “Subject Sensitivity Labels”), the login request fails.

4There is no limit to the number of retries permitted by the Server. However, because the user has already logged in to the
OS, excessive DBMS login attempts could be audited as unusual OS activities.

5For a single level session, the label handshake is bypassed and the first response from the Secure SQL Server is the final
acknowledgment.
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login processing

( get client login record )

Search syslogins for A not found
user login id J
found
[ hash login password j
compare with syslogins ] not equal
entry password )
equal
— Bl only
getrequested | labels
session labels J |
set request labels
no labels s requested
set reguest labels to}
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valid |

return logged in return not logged in

Figure 5.1. User Authentication Procedure
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Client Server

Login Record (requested session labels)

Login Acknowledgment (negotiate |abels)

TDS Request (get security labels)

TDS Request (done)

TDS Request (security labels)

TDS Parameter Format
(number of labels)
(name & type of each label)

TDS Parameters
(number of labels)
(value & length of each label)

Login Acknowledgment (success/failure)

TDS Request (done)

Figure 5.2. Session Label Handshake Protocol
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5.2.3 Password Length

The Server enforces a minimum password length of 6 bytes and a maximum® of 30 bytes, which may include
any combination of printable characters. The sp_password system stored procedure rejects any attempt
to enter a new password of less than 6 bytes. The password space varies according to how the supported
character set maps into bytes. A standard QWERTY keyboard supports a minimum of 94 printable characters
(including upper and lower case, numerals, and special characters), each of which maps to a byte giving a
minimum password space size of approximately 94° = 7 % 10! possibilities.”

5.2.4 Administration of User Accounts

For the SQL Server, the responsibility of managing user login accounts is divided between SSO and SA
roles. Only an SSO can use the sp_addlogin system stored procedure to create Server login accounts for new
users. After creating an account, an SSO is authorized to change other user account passwords. An SSO can
also set the system-wide password expiration interval, using the sp_configure system stored procedure. The
password expiration interval is the number of days that passwords remain in effect after they are changed.
An SA can use the sp_droplogin system stored procedure to delete user accounts. However, sp_droplogin can
fail for several reasons. In the event of such a failure, the SA is notified that it is for one of the following
reasons:

Login account corresponds to a user in any database;

User owns an object in the database;

User has granted database object permissions to other users; or
User’s account is the last remaining SSO’s or SA’s login account.

Users with the SSO or SA role can use the sp_locklogin system stored procedure to lock user accounts. In
this case, the SQL Server ensures that at least one SSO and SA account remain unlocked.

For the Secure SQL Server, the process of managing user accounts differs from the process in the SQL Server,
but is also divided between SSO and the SA roles. In this case, an SA can create a Server login account for
new users with sp_addlogin. The result of this is a locked account for the new user. An SSO is authorized to
add the password and account sensitivity label limits and to unlock the account, using the sp_configurelogin
system stored procedure. After login account configuration, the SSO can change user account passwords.
The remaining account management responsibilities are the same as those described for the SQL Server.

5.3 Server Roles

Roles are used to specify the types of action a user may perform on system resources. Roles are granted to
and revoked from individual login accounts, and are stored with other user account information in the system
tables. In the SQL Server configuration, when a user logs in, any roles granted to that user are activated.
The user can subsequently use the SET ROLE command to turn off any undesired roles. In the Secure SQL

S1f the user specifies a password of more than 30 bytes, the Server uses the first 30 characters and informs the user of that
fact.

"The set of printing characters is actually defined by the character set, not the keyboard type, however 94 characters is less
than the total number available in a typical character set.
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Server configuration, all granted roles are disabled when the user logs in and the user must explicitly use the
SET ROLE command to enable them. The SET ROLE command will return an error message if users attempt
to enable any roles not granted to their login accounts. Enabling and disabling of roles is an auditable event.

This section describes the Server privileged system and security administration roles: SA, SSO, Operator,
and bcepin_labels_role. In addition, there are two types of object owners who gain special status because of
the objects they own. These ownership types are the owner of a user database and the owner of database
objects. These two types of object owners are also discussed in this section.

5.3.1 System Administrator

The SA is privileged with respect to discretionary access control. The SA has numerous responsibilities
related to the installation and setup of the Server and management of several security functions. Specifically,

the SA tasks include:

Installing the Server;

Managing disk storage;

Managing Server performance;

Creating Server login accounts (Secure SQL Server only);
Modifying and dropping Server login accounts;

Locking login accounts (SQL Server only);

Granting permissions to users;

Creating user databases and granting ownership of them,;
Granting and revoking the SA role; and

Creating user groups.

5.3.2 System Security Officer

The SSO is responsible for performing routines tasks related to maintaining security of the Server. These
tasks are:

Adding sensitivity labels and passwords to Server login accounts;
Granting and revoking SSO, Operator, and bepin_labels_role roles;
Creating Server login accounts (SQL Server only);

Locking and unlocking Server login accounts;

Changing the password of any account;

Setting the password expiration interval; and

Setting up and managing the audit system (see page 104, “Audit”).

5.3.3 Operator

An Operator is a user who can dump and load databases on a Server-wide basis. The Operator role allows
a single user to backup and restore all databases on a Server without having to be the owner of each one.
The Operator gains no access to data that is loaded or archived.
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5.3.4 bcpin_labels_role

The bepin_labels_role permits a user to import data with pre-existing sensitivity labels into a Server using
the bep utility (see page 16, “I'CB Interfaces”). This role is present only in the Secure SQL server.

5.3.5 Database Owner

The DBO is the creator of a database or someone to whom database ownership has been transferred. The
SA grants users authority to create databases with the GRANT command. The DBO logs into the Server
using the assigned login name and password. The DBO may allow access to the database to other Server
users, and grant permission to create objects within the database to other users.

The DBO does not automatically receive permissions on objects owned by other users in the database.
However, a DBO can impersonate other users in the database with SETUSER command. Using a combination
of SETUSER and the GRANT commands, the DBO can acquire permissions on any object in the database.
Thus, the DBO is DAC-exempt.

5.3.6 Database Object Owner

The Database Object Owner is a user who creates database objects. The Database Object Owner must first
be granted user permission to create a particular type of object. The creator of a database object becomes
the object’s owner, and is granted all permissions on the object. The object owner must explicitly grant
permissions to other users before they can access the object.

5.4 Discretionary Access Control

DAC controls access to named objects. DAC decisions are based on user attributes such as the UID, GID,
and roles as well as object ownership. The DAC mechanisms include GRANT and REVOKE statements, the
rules for updating the sysprotects system table, and the DAC algorithm. The SA is always DAC-exempt. In
the discussion below, it is often assumed that the SA has DAC permission to perform an operation and not
explicitly stated.

5.4.1 Object Permissions

The DAC policy for each named object is described in this section. Database permissions allow users to
create or use databases. Object permissions allow users to create and control access to objects within a
database.

5.4.1.1 Database Permissions

Initially, only an SA may create a database. The SA may grant and revoke the permission to create databases
to other users. When a user creates a database, that user becomes its DBO. The DBO may create objects
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in a database by default. The DBO also may grant object creation permissions to other users.

The SA and the SSO may access any database. The DBO or SA may grant a user access to a database
with the sp_adduser system stored procedure which adds an entry to the sysusers system table. If a user
has a valid account in the syslogins system table in the master database and there is a guest entry in that
database’s sysusers system table, the user may access another database. (This does not mean that there is
no individual accountability, since identification and authentication is always required in order to connect
to the Server and the subject’s Server-wide UID is maintained and stored in audit records even when the
subject is a guest user in a database.)

Another way for a user to access a database is through the alias mechanism. Aliases are created with the
sp-addalias system stored procedure, which creates an entry in the sysalternates system table. (Only the
DBO may execute sp_addalias.) The sysalternates table maps the entry to another user that does have an
entry in sysusers in the current database. The ability to enable a role is based on the role(s) that have been
granted to the user in the sysroles table in the master database and is not affected by the alias mechanism.
The user cannot use the roles of a user to whom they are aliased.

Messages, rules, defaults, and datatypes are attributes of the database named object. Messages may be
included in print or error statements in stored procedures or bound to integrity constraints. Only the DBO
may create a message. Only the DBO or the user who originally created a message can drop it. Any user
may read a message. Object owners may bind messages to their objects. Rules define acceptable values
for columns or user-defined datatypes. Defaults assign default values for columns or user-defined datatypes.
Initially, only the DBO may create rules and defaults, but CREATE RULE and CREATE DEFAULT may be
granted to other users. Only the owner of a rule or default may drop it. Object owners may bind rules and
defaults to the objects that they own. If both a rule and a default are bound to an object, the default must
be consistent with the rule. Datatypes may be created by any user. Only the DBO or owner of a user-defined
datatype may drop the datatype.

5.4.1.2 Database Object Permissions

This section describes permissions on tables, views, and stored procedures. Permissions may be granted with
or without the GRANT OPTION. The GRANT OPTION enables the user to grant the permission to other users.

Tables. The DBO may grant users permission to create tables. The table owner may grant users the
following permissions on tables: insert, select, update, delete, and references. A table owner may
also grant the following permissions on its columns: select, update, and references. The references
permission allows a user to create a referential integrity constraint on another table that refers to the
table or column specified in the GRANT statement.

Views. Permission to create views is granted by the DBO. A view owner may grant the following permissions
on views: insert, select, update, and delete.

Stored Procedures. The DBO may grant permission to create a stored procedure. A stored procedure
owner may grant execute permission on the stored procedure.

5.4.2 User Attributes

The DAC policy restricts a user’s access to named objects based on the following user attributes:
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e UID:

e GID;

e DBO;

¢ Object owner; and/or
e Enabled role(s).

The DAC policies supported by the Server are described in the following sections. The DAC checks for each
TSQL statement are summarized in Table 5.1, page 100.

5.4.2.1 User Identity

The Server maintains a server wide user identity, called the SUID, as well as a local database user identity,
called the UID. Permissions are granted to the UID in each database.

The DBO and the SA may use the SETUSER statement to adopt the identity of another user that has an
identity in the sysusers table in the current database. Access checks are performed using the UID of the user
whose identity the DBO or SA has temporarily assumed. The DBO and the SA may also use the SETUSER
statement to create objects in the database that will be owned by another user.

5.4.2.2 Group Membership

Groups provide a way to grant and revoke permissions to more than one user in a single statement. A user
may be a member of only one group in a database in addition to the special group PUBLIC. User groups are
specific to a database and may be created only by the DBO using the system stored procedure sp_addgroup.
Group names and group membership are stored in the sysusers table. Permissions that a user has by virtue
of group membership are referred to as inherited permissions.

5.4.2.3 Database Owner

The DBO owns all of the system tables in the database. The DBO has permission to create tables, views,
stored procedures, defaults, and rules and may grant these permissions to other users in the current database
with or without the GRANT oPTION. Only the DBO may create messages in a database. The DBO also has
the ability to execute the ALTER DATABASE, CHECKPOINT, DBCC, DUMP, LOAD, and SETUSER statements.
Permission to execute these statements cannot be granted to other users.

5.4.2.4 Object Owners

When a user in a database creates an object, that user becomes the object owner. Some operations such as
dropping an object may be performed only by object owners. Permission to perform other operations may
be granted to other users with or without the GRANT OPTION.

Only a table owner may perform ALTER TABLE, CREATE INDEX, CREATE TRIGGER, DROP INDEX, DROP
TABLE, DROP TRIGGER, TRUNCATE TABLE, and UPDATE STATISTICS operations on a table. The grantable
permissions are insert, select, update, delete, and references. Column permissions are select, update
and references.
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The only permission on stored procedures is execute. A user with permission to execute a stored procedure
may do so even if the user does not have permissions on tables or views referenced in the stored procedure
as long as the stored procedure and its referenced objects have the same owner. However, the user’s access
is constrained to the operations defined within the stored procedure.

With respect to underlying objects referenced by stored procedures and views, the DAC policy is based
on the concept of ownership chain. As long as the referenced object has the same owner as the stored
procedure or view, access is granted to the referenced objects and processing continues. If there is a change
in ownership, a new DAC check must be performed based on the DAC attributes of the subject and the
permissions granted on the referenced object.

The grantable permissions on views are insert, select, update, and delete. A user with a permission
on a view may access the view with that permission, even if the user does not have any permissions on
the underlying tables, assuming the ownership chain is not broken. Through a view, users may query and
modify only the data defined by the view. Data in an underlying table that is not included in the view is
hidden from users, unless the user has been granted access to the table directly or through some other view
or stored procedure. Permission to access the view must be explicitly granted or revoked, regardless of the
set of permissions already granted on the view’s underlying tables.

5.4.2.5 Enabled Roles

For the purpose of granting and revoking DAC permissions, roles are treated similarly to groups. However,
roles are Server-wide, whereas groups apply to a specific database. The sysusers system table contains an
entry for the SA, SSO, and Operator by default. In the Secure SQL Server, the SSO may also grant the
bepin_labels_role. The SET ROLE statement turns the specified role on or off during the current session.
Roles are granted to users with the sp_role system stored procedure. DAC permissions may be granted to or
revoked from a role if the role is in sysusers table. However, because the SA is DAC exempt, granting and
revoking to and from the SA role has no effect.

5.4.3 Grant and Revoke

The GRANT statement is used to give users, groups, or roles object creation and object access permissions.
GRANT ALL on a database grants the user permission to create all types of objects: tables, views, stored
procedures, rules, and defaults. GRANT ALL on a table, view or stored procedure gives the user the permissions
applicable to the specified object. GRANT WITH GRANT OPTION allows the grantee to grant a permission to
other users. GRANT WITH GRANT OPTION can be granted only to users, not to groups or roles.

The REVOKE statement is used to remove permissions. Except for the SA, users may revoke only permissions
that they have granted. Revoking a permission revokes both the access permission and the GRANT opPTION; if
applicable. REVOKE GRANT OPTION FOR revokes the GRANT OPTION, but not the access permission. REVOKE
GRANT OPTION FOR ... CASCADE revokes the GRANT OPTION not only from the original grantee, but also
from any users who were granted the permission by that user. Revokes of access permissions automatically
cascade. If a user has been granted the permission by two different users, when the permission is revoked by
the first user, a row is deleted from the sysprotects table. However, the grant from the second user is still in
effect unless the revoker has the SA role in effect. When a user’s access to an object is revoked by the SA,
grants from other users do not remain in effect.
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5.4.4 System Stored Procedures

System stored procedures encapsulate a series of SQL commands into a form that the Server can execute as
a single command. They include procedures to perform system administration functions and system security
functions. They are owned by the SA and stored in the sybsystemprocs database.

Because some system stored procedures are intended to be executable by any user, a guest account is usually
set up in the sybsystemproc database so that individual user accounts in the sybsystemproc database are not
necessary. The SA may then explicitly grant execute permission to PUBLIC for the specific system stored
procedures. Setting up these permissions is done as part of the installation procedures. There should be no
changes to these permissions once installation is complete.

The SA may explicitly grant execute permission for certain system stored procedures to a particular user or
group of users. In this case, the DAC policy is generally based on the ownership chain concept.

Some system stored procedures restrict execution to users with one of the administrative roles (e. g., SA,
SSO, OPER) active or limit their functionality when executed on behalf of users without those administrative
roles. These system stored procedures include explicit role checks.

Some system stored procedures can be only executed by the owner of the database from which the stored
procedure is called. In these cases, the system stored procedures make explicit checks that the user executing
them is the owner of the database.

5.4.5 The sysprotects System Table

DAC permissions are stored as entries in the sysprotects system table. Table 5.2, page 101 lists the types of
permissions that may be stored in the action column of the sysprotects table.

The algorithm for updating sysprotects plays a significant role in the implementation of the DAC policy.
When updating sysprotects, the most recent grant or revoke takes priority in the case of conflict. The rules
for inserting, updating, and deleting rows in sysprotects are as follows. Unless otherwise stated, all of the
following rules apply to permissions granted and revoked by the same grantor.

1. Each grantor/grantee/permission tuple has its own entry in sysprotects, and a user may revoke only
a permission that they have granted. Revocation of a permission may result in a GRANT row being
deleted from sysprotects.

2. If a user already has a specific permission to an object, even if it is an inherited permission, subsequent
grants of the same permission to the same object by the same grantor will not result in a row being
added to sysprotects, but may result in a row being deleted.

For example, if SELECT is granted to PUBLIC on a table, an entry is added to sysprotects. Any
subsequent grants of SELECT on the table will not result in a row being inserted in sysprotects, because
all users inherit the SELECT permission on the table as members of PUBLIC. Similarly, if SELECT is
granted to a group, any subsequent grants of SELECT to a specific user that is a member of the group
will not result in a new row being inserted in sysprotects.

3. If a permission is granted to a specific user, and subsequently the same permission is granted to a
group of which the user is a member or to PUBLIC, a row granting the permission to the group or
PUBLIC is inserted in sysprotects, and the row granting the permission to the specific user is deleted.
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. A GRANT row in sysprotects for UPDATE or SELECT permissions on the columns of a table may be up-
dated by a GRANT or REVOKE statement. If no columns are specified, UPDATE and SELECT permissions
on a table apply to all of the columns of the table. If a user is granted UPDATE or SELECT permission
on a table, and subsequently the user’s permission is revoked for a column, the columns field of the
applicable row in sysprotects are updated.

A row is not inserted in sysprotects for a REVOKE statement, if the permission was not previously
granted.

The only time a REVOKE statement results in a row being inserted in sysprotects is if there is already
a row that grants the permission to a group of which the user is a member, or to a role that the user
may enable. Note, that when the role is enabled, the user will still have the permission.

A row in sysprotects for a GRANT WITH GRANT OPTION may be updated by a REVOKE statement that
only revokes the GRANT OPTION. Similarly, a GRANT WITH GRANT OPTION statement may update a
GRANT row in sysprotects.

.6 DAC Algorithm

In order to determine if a subject has access to a named object, the DAC algorithm is executed one grantor
at a time. If the subject is granted access by any grantor, the algorithm exits and the subject is granted
access. If the subject is denied access for one grantor, the algorithm is executed again for the next grantor.

If a
The

subject is not granted access by any grantor, then the subject does not get access.

DAC mechanism searches the sysprotects table one grantor at a time according to the following (ordered)

algorithm:

10.

. If the user has the SA role enabled, allow access.
If the user is the owner of the object, allow access.

If the operation is part of a stored procedure or trigger, and the owner of the stored procedure or
trigger is the owner of the object, allow access.

. If the user has a role enabled and a row exists in sysprotects that grants the desired access to the role,
allow access.

If a row exists in sysprotects that revokes the desired access from the user, deny access.
If a row exists in sysprotects that grants the desired access to the user, allow access.

If the user is a member of a group and a row exists in sysprotects that revokes the desired access from
the group, deny access.

If the user is a member of a group and a row exists in sysprotects that grants the desired access to the
group, allow access.

If a row exists in sysprotects that grants the desired access to PUBLIC, allow access.

Otherwise, deny access.
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5.5 Mandatory Access Control

This section applies only to the Secure SQL Server. The Secure SQL Server provides a MAC policy to restrict
user access based on sensitivity of data and clearance of the user. Both the data sensitivity label and the
user clearance label are represented by sensitivity labels, which are composed of a hierarchical classification
and a set of zero or more non-hierarchical categories. The Secure SQL Server supports the OS product’s
sensitivity labels and uses its dominance relation to perform access control decisions.

The OS defines dominance between sensitivity labels by the following relations:

e Label z is said to dominate label y (represented as # > y) if the hierarchical label classification of z is
equal to or greater than the label classification of y and if the label category set of z includes the label
category set of .

e Label z is said to strictly dominate label y (represented as z > y) if label z dominates label y but the
labels are not equal.

5.5.1 Labels

The Secure SQL Server associates sensitivity labels® with each subject and object under its control. Column
hostlabel in the syslabels table of the master database provides the mapping that associates the internal
representation of each Sensitivity Label Identifier (SLID) used by the Secure SQL Server with the corre-
sponding sensitivity label representation used by the OS. This mapping permits the Secure SQL Server to
use the same human-readable labels provided by the OS. The OS maintains System High and System
Low sensitivity labels to designate the high and low watermarks for system sensitivity labels. Similarly, the
Secure SQL Server maintains Data High (which must be dominated by System High) and Data Low
(which must dominate System Low) sensitivity labels to designate the high and low watermarks for Secure
SQL Server sensitivity labels. Neither Data High nor Data Low can be changed without reinstalling the
Secure SQL Server.

5.5.1.1 Subject Sensitivity Labels

As noted on page 80, “Identification and Authentication”, the subject’s sensitivity label is initialized to
correspond to the label at which the OS process is currently executing. For each session, a set of user session
labels is associated with the session’s task. Generally, the user process is permitted to establish the session at
a single level only, which must be dominated by the user’s account clearance as maintained in the syslogins
table of the master database. In this case, each user session label is set to the user’s os_session_label.
However, the SSO can configure the user’s entry in the syslogins table to allow the user process to establish
a multilevel session by providing the additional sensitivity labels maxread and maxwrite. The syslogins
table also includes a minwrite sensitivity label for each user. Summarizing, the subject sensitivity label is
composed of a suite of sensitivity labels:

e os_session_label: sensitivity label associated with the user’s OS session process;

8The Secure SQL Server includes two datatypes for sensitivity labels: the sensitivity datatype represents valid sensitivity
labels and the sensitivity_boundary datatype defines an upper or lower sensitivity label bound. For the purpose of dominance
testing, the two datatypes are equivalent.
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e maxread: highest sensitivity label that potentially may be used for object read access control decisions
during the current session;

e curread: sensitivity label currently being used for object read access control decisions;

e maxwrite: highest sensitivity label that potentially may be used for object write or modify access
control decisions during the current session;

e curwrite: sensitivity label currently being used for object write and modify access control decisions;
and

e minwrite: lowest sensitivity label that potentially may be used for object write or modify access
control decisions during the current session.

The Secure SQL Server MAC policy is designed using the various user session labels to restrict access of
multilevel users; single level users are addressed by the policy as a special case when all session labels are
equivalent. In Figure 5.3, page 95, the dotted boxes indicate the session label limits in syslogins. User task
session labels are indicated by solid boxes. The Secure SQL Server-maintained names for these labels are
indicated by the flag “@@” | which precedes the variable identifier. Arrows between the boxes indicate the
dominance relationship that must hold, with the direction of the arrow pointing from the dominating to the
dominated entity. The dotted lines indicate that a check is made when the SSO inserts or updates these labels
in the user’s syslogins entry. Solid lines indicate the check is made during login only. Dashed lines indicate
that the check is made during login and throughout the user’s session. If no additional sensitivity labels are
requested (regardless of whether the user is permitted to establish a multilevel session), all sensitivity labels
for the user’s task are set to the os_session_label.

If the user’s account has the capability to establish a multilevel session, alternative values for the session
labels may be requested as part of the login process. These requested session label values must conform to the
identified constraints to permit a successful login. Within a multilevel session, the user may adjust curread
and curwrite session labels as long as the relationships illustrated in Figure 5.3, page 95 are maintained.

5.5.1.2 Object Sensitivity Labels

The Secure SQL Server provides access control over a set of storage objects that includes databases, tables,
rows, views, stored procedures, messages, rules, defaults, and data types. Figure 5.4, page 95 illustrates the
relationship among storage object sensitivity labels. The dotted line labeled “OS Session” represents the
os_session_label. Because this sensitivity label dominates both the database hurdle and the table hurdle,
qualifying rows are accessible to the subject. In particular, the sensitivity label of the row identified at the
right of the figure is equal to the os_session_label and may therefore be accessed successfully through a
SELECT, INSERT, or UPDATE command.

5.5.1.3 Granting MAC Access

The Secure SQL Server determines whether to grant a subject access to an object based on the requested
access mode and the dominance relationship between the sensitivity label of the subject and the sensitivity
label of the object according to the following rules:

e Read access is granted only if the subject’s curread sensitivity label dominates the object’s sensitivity

label,
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o Write access is granted only if the subject’s curwrite sensitivity label is dominated by the object’s
sensitivity label;

o Modify access is granted only if the subject’s curread sensitivity label dominates and the curwrite
sensitivity label equals the object’s sensitivity label; and

o Null access is always granted.

Two additional update rules are provided. These rules allow multilevel sessions to change data over a range
or to reclassify data within a range.

In Figure 5.4, page 95, the shaded area for databases and tables is a region wherein sensitivity labels of
the rows dominate the container object’s minhold and are dominated by its hurdle. Rows in this region
are read-only for single level subjects. For multilevel subjects, any rows in the region between the subject’s
curread and curwrite labels are read-write, based on the selected update mode.

Table 5.3, page 102 describes the access restrictions enforced by the MAC policy for each TSQL statement
that involves access to an object by a subject. The table uses the following symbology:

e “>” denotes the dominance of the sensitivity label on the left over the sensitivity label on the right of

the symbol.

“=" denotes logical equivalence.

“=” denotes logical negation.

“A” denotes logical “and”.

“V” denotes logical “or”.

“=” should be read as “is assigned to” to denote the assignment of the value on the left to the variable

on the right.

e “J” should be read as “if there exists” or “if the value is set” denoting an optional parameter, the
existence of which causes a consequent clause to be applied.

o “Y” should be read as “for all” or “for each occurrence of”, denoting one or more parameters for which
a consequent clause must be applied.

o 7 precedes a consequent clause, which may define either an action that must be performed or a logical
invariant that must be maintained.

5.5.2 Storage Object Management

This section discusses how database storage objects are managed relative to the MAC policy. The storage
objects protected under this policy include databases, tables, views, rows, stored procedures, and auxiliary
objects. The auxiliary objects include rules, defaults, messages, and datatypes.

5.5.2.1 Database Management

The sensitivity label maintained for a database object, stored as sensitivity in the database definition row
of the sysdatabases table of master database, is called its hurdle and is set to the value of the curwrite
sensitivity label of the session during which the database owner created the database. For a user to use a
database, the process curread session sensitivity label must dominate the database hurdle. For databases,
minhold is implicitly defined as Data Low.
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5.5.2.2 Table Management

The hurdle of a table, established by the table owner when the table is created, is stored as sensitivity in
the table definition row of the sysobjects table of the database wherein the table is defined. It is set to the
curwrite label of the session during which the table was created. For tables, minhold is specified explicitly
in the table definition row of the database sysobjects table.

5.5.2.3 View Management

Access to a view is established when the user references the view definition from a session where the curread
sensitivity label dominates the sensitivity label associated with the view definition. However, success of this
check does not automatically confer MAC access to any other objects addressed through the view. MAC
access checks to the underlying objects are performed during the execution phase (see page 55, “DBMS
Engine Processing”). The sensitivity label associated with a view definition is set to the curwrite session
label associated with the session during which the owner creates the view definition.

5.5.2.4 Row Management

Each row includes a Secure SQL Server-maintained sensitivity label column of datatype sensitivity that is
used to control access to the database object defined by the row. When the row is created, the sensitivity label
column is set equal to the curwrite sensitivity label of the creating subject. The Secure SQL Server provides
three update modes to support the SQL verbs DELETE, WRITETEXT, and UPDATE: standard, reclassify, and
over range. For single level users, all three update modes have identical results, as shown in Table 5.3,
page 102. For both single level and multilevel sessions, the subject’s curread must dominate the sensitivity
labels of all rows that are candidates for the operation. For multilevel users, the result of the operation is
dependent upon the update mode and the subject’s curwrite. In standard mode, all updates and deletes
affect only those rows whose sensitivity labels are equal to the subject’s curwrite sensitivity label. In
reclassify mode, updates and deletes affect only those rows whose sensitivity labels are dominated by the
subject’s maxwrite and dominate the subject’s minwrite. The sensitivity labels of these rows are set
to the subject’s curwrite. In over-range mode, updates and deletes similarly affect only those rows whose
sensitivity labels are dominated by the subject’s maxwrite and dominate the subject’s minwrite. Updated
rows retain their original sensitivity labels.

When using the FETCH statement to retrieve rows through a cursor, the value of the curread session label
when the cursor was opened is used to constrain the rows returned. This is only an issue if a multilevel
session changes the curread session label after opening a cursor. In this case, the rows returned by the
FETCH statement are not constrained by the curread of the subject, but by a previous (but legitimate)
curread value of the subject.

5.5.2.5 Stored Procedure Management

The sensitivity label of a stored procedure is set to the curwrite sensitivity label of the session during which
owner created the procedure. This is stored as the row label in the sysobjects table row that defines the
stored procedure. The user’s curread sensitivity label must dominate the sensitivity label of the stored
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procedure to execute the procedure. During execution of the procedure, the user’s session labels constrain
actions of the procedure.

The SSO uses sp_sproclabels to establish a trusted stored procedure,’ which may have additional sensitivity
labels associated with it in the sysobjects table, including curread, curwrite, maxread, maxwrite, and
minwrite. The certification status of a trusted stored procedure must be CERTIFIED. However, the addition
of trusted stored procedures places the system outside the evaluated configuration. The trusted stored
procedure executes with sensitivity labels configured as specified in the sysobjects table, with any sensitivity
labels left NULL by the SSO replaced by the corresponding sensitivity label from the calling user’s session.
System stored procedures are created with a curread of Data High so that all system tables can be read
during execution. Setting up system stored procedure sensitivity labels is done as part of the installation
procedure.

5.5.2.6 Awuxiliary Object Management

Rules, defaults, messages, and datatypes are created at the curwrite label of the session during which the
owner created the object. System messages and datatypes are created at Data Low. When these objects
are bound to table objects, the user’s curwrite must equal the hurdle of the table and the user’s curread
must dominate the sensitivity label of the auxiliary object.

5.5.3 Row Polyinstantiation

The term polyinstantiation refers to the existence of a separate instance of the same object at more than
one sensitivity label, where access to each instance is segregated by the sensitivity label associated with
that instance. In the Secure SQL Server, the row sensitivity label is included as part of every key. A
TSQL SELECT statement returns all instances of a polyinstantiated row where the row label is dominated
by the subject’s curread. Moreover, a user can insert a row that is identical to another row, or with
otherwise identical unique key values, except for the new row’s sensitivity label. Because the Secure SQL
Server implicitly appends the sensitivity label to the specified key, only matching records with the requested
sensitivity label are returned, even if other records exist with otherwise identical keys but with higher or
incomparable sensitivity labels. This prevents users at a lower level from inferring the existence of records
at a higher level. From the user’s perspective, this has the effect of creating multiple instantiations of the
record, although internally the uniqueness of keys among rows is preserved.

In the relational model, a single row does not have a name or other way of distinguishing it from other rows
in the same table. The single row can be distinguished by a key, but only if it is contained in a table having
a unique index. The Secure SQL Server creates all indexes with the sensitivity column as part of the key.
The subject does not define the sensitivity column as part of the key. The Secure SQL Server does this
automatically, appending it (i.e., making it the last field in the key) to the index definition. By doing this,
the same row, with the same user-visible key, can exist in a unique index simultaneously. Thus, the Secure
SQL Server polyinstantiates rows, even when a unique index or primary key exists.

Modify access is the combination of a read and a restricted write access to an object. Restriction on write
access 1s necessary to preserve the sensitivity label of the modified object. This restriction aids in control
of polyinstantiation, which would otherwise create new instances of the object at higher sensitivity labels.

9 “Trusted” in this instance indicates that the procedure has the capability to execute as if it were within a multilevel session.
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Modify access is permitted only when the subject’s curread dominates the object’s sensitivity label and the
subject’s curwrite is equal to the object’s sensitivity label. The effect of this is that only the single instance
of the row, at the subject’s curwrite label, is modified.

5.5.4 ctbcp and Label Preservation

When a subject uses ctbep, it is automatically connected to the Server at the label of the subject’s OS
process, os_session _label. All rows copied by a subject into the Secure SQL Server acquire this label as
their sensitivity label. The subject can export only rows whose labels are dominated by os_session_label.

Multilevel users can use ctbep’s -M and -labeled options. The -M option is used on import to set the
value of curwrite, indicating the level at which all rows are to be labeled. The -M option is used on export
to set the value of curread, limiting the export of rows to only those rows dominated by curread. These
rows are exported without labels.

The -labeled option enables a multilevel user with the bcpin_labels_role to import labeled data into a
multilevel table. Single level users may use the -labeled option on export to include the sensitivity label of
each row as it exports the row.

The Secure SQL Server incorporates a mechanism for preserving sensitivity labels of objects through the
database backup and restore process. The Secure SQL Server bases its MAC policy enforcement on the
sensitivity labels provided by the OS; however, it uses Server-internal representations, SLIDs, to improve
performance. A sensitivity label representation for a given database, referred to as a database SLID, is
unique within only that database.

A mapping between the database SLID and the master SLID is stored within the database syslabels table.
This table contains an entry for every label used in the database. In the case of the master database this is
slightly different: database SLIDs are equal to master SLIDs. In addition, the syslabels table in the master
database contains an entry for every OS label used in the Secure SQL Server installation, not just those
labels used within the master database.
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Can Be
Statement Defaults To Granted/Revoked

System Database | Object
Admin. | Operator Owner Owner | Public Yes No | N/A

ALTER DATABASE *

ALTER TABLE *

BEGIN TRANSACTION * *

CHECKPOINT * *

COMMIT * *

CREATE DATABASE * *

CREATE DEFAULT *

CREATE INDEX * *

CREATE PROCEDURE

CREATE RULE

CREATE TABLE *

CREATE TRIGGER * *

CREATE VIEW * *

DBCC depends on option

DELETE * *

DISK commands

DROP any object *

DUMP DATABASE * *

¥ ¥ ¥ *

DUMP TRANSACTION * *

EXECUTE

GRANT on object

GRANT command *

¥ K| ¥ *

INSERT *

KILL *

LOAD DATABASE * *

LOAD TRANSACTION * *

PRINT * *

RAISERROR * *

READTEXT * select

RECONFIGURE *

REVOKE on object *

REVOKE command *

ROLLBACK * *

SAVE TRANSACTION * *

SELECT * *

SET * *

SETUSER *

SHUTDOWN *

TRUNCATE TABLE

UPDATE

UPDATE STATISTICS

¥ ¥ ¥ *
*

WRITETEXT update

Table 5.1. Command and Object Permissions
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DAC Permissions

SELECT CREATE PROCEDURE
INSERT CREATE RULE
DELETE CREATE TABLE
UPDATE CREATE VIEW
EXECUTE CREATE DEFAULT
REFERENCES DUMP DATABASE

CREATE DATABASE

DUMP TRANSACTION

Table 5.2. Permissions Stored in sysprotects Table
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| Object | SQL Verb MAC Restrictions
database | alter database curread = hurdle(database)
Acurwrite = hurdle(database)
create database curwrite = hurdle(database)
A(Fmazhold(database) : curread > maxhold(database)
Amazwrite > mazhold(database) > minwrite
V-3mazhold(database) : curwrite = maxhold(database))
drop database curwrite = hurdle(database)
grant create database | curwrite = DatalLow
revoke create database | curwrite = DataLow
use curread > hurdle(database)
dbce checkalloc curread > hurdle(database)
dbee checkalloc (fix) curread > hurdle(database)
Acurwrite = hurdle(database)
dbcc checkcatalog curread > hurdle(database)
dbee checkdb curread > hurdle(database)
dbcc security curread > hurdle(database)
with label check
dbcee dbrepair-dropdb | curread > hurdle(database)
Acurwrite = hurdle(database)
grant create table curwrite = hurdle(database)
table alter table curread > hurdle(table)
AVreferenced_tables : curwrite = hurdle(table)
create index curwrite = hurdle(table)
create table hurdle(database) > curwrite A curwrite = hurdle(table)
AVreferenced_datatypes : curwrite > label(datatype)
A(Fmazhold(table) :
curread > maxhold(table)
Amazwrite > mazhold(table) > minhold(table) > minwrite
Amazhold(database) > maxhold(table)
V-3mazhold(database) :
curwrite = mawxhold(table) = minhold(table))
create trigger curwrite = hurdle(table)
drop index curwrite = hurdle(table)
drop table curwrite = hurdle(table)
truncate table curwrite = hurdle(table)
update statistics curwrite = hurdle(table)
dbee checktable curread > hurdle(table)
dbcce fix_test curread > hurdle(table)
dbcc indexalloc curread > hurdle(table)
dbce reindex curwrite = hurdle(table)
dbcc tablealloc curread > hurdle(table)
default create default curwrite = label(de fault)
sp_bindefault curwrite = hurdle(table)
rule create rule curwrite = label(rule)
sp_bindrule curwrite = hurdle(table)
message | create message curwrite = label(message)
sp_bindmessage curwrite = hurdle(table)
datatype | create type curwrite = label(datatype)

Table 5.3. MAC Access Modes and Restrictions
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| Object | SQL Verb MAC Restrictions |
view drop view curwrite = label(view)
create view hurdle(database) > curwrite
Acurwrite = label(view)
grant create view curwrite = hurdle(database)
row delete (standard) curread > label(row)

Acurread > hurdle(table)
Acurread > hurdle(database)
Acurwrite = label(row)

delete (reclassify/over_range)

maxread > label(row) > minwrite
Acurread > hurdle(table)

Acurread > hurdle(database)
Amazwrite > label(row) > minwrite

fetch

curread(open_cursor) > label(row)

writetext (standard)

curwrite = label(row)

writetext (over_range)

mazwrite > label(row) > minwrite
Acurread > label(row)

insert

maxhold(table) > curwrite

Amazhold(database) > curwrite > minhold(table)
Acurread > label(container_objects)

Acurwrite = label(inserted_rows)
AVref_constraint :

(curread > row_ref Acurread > hurdle(table_ref)
Acurread > hurdle(database_ref))

open

curread > label(row)
Acurread > hurdle(container_objects)

readtext

curread > label(row)

select

curread > label(row)
Acurread > hurdle(container_objects)

update (standard)

curread > label(row)
Acurread > hurdle(container _objects)
Acurwrite = label(row)

update (reclassify)

curread > label(row)

Acurread > hurdle(container_objects)
Amazwrite > label(row) > minwrite
Acurwrite = label(row)

update (over_range)

curread > label(row)
Acurread > hurdle(container_objects)
Amazwrite > label(row) > minwrite

stored procedure

create procedure

mazhold(database) > curwrite
Acurwrite = label(procedure)

drop procedure

curwrite = label(procedure)

execute curread > label(procedure)

grant create procedure curwrite = hurdle(database)
object grant curwrite = label(object)

revoke curwrite = label(object)

grant create object

curwrite = hurdle(database)

Table 5.3. (continued) MAC Access Modes and Restrictions
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5.6 Audit

The Server provides the SSO with an audit trail of activities within the Server. This audit trail is separate
and independent of the audit trail provided by the OS, and contains the following information:

Access to database objects using TSQL statements;

Use of security-relevant system stored procedures;

Use of built-in functions which make security checks; and
Identification and authentication activities.

Audit of a TSQL statements is done on the basis of access instances to objects, rather than on a per-TSQL
statement basis. This means that a single TSQL statement may generate multiple records, each representing
access to a single object. Additionally, if a TSQL statement accesses multiple objects and an access check
fails for one, audit records for the other objects are still generated.

5.6.1 Audit Trail Storage

The audit trail is stored within the Server as tables within the sybsecurity database. These tables are named
sysaudits_nn, where nn represents the number of the table (01, 02, ...). There can be up to eight audit tables
configured into the system at installation time; the TFM recommends a minimum of two. The SSO may
later use sp_addaudittable to increase the number of audit tables available.

Holders of the SSO role may sELECT from the audit tables, and no modification of audit tables is allowed
except truncation by holders of the SSO role. Additionally, the Secure SQL Server audit tables are protected
by labeling them with the sensitivity of Data High, and each row is labeled Data High.

5.6.2 Audit Trail Management

The audit trail is managed by the SSO using the sp_configure procedure. Using this procedure, the SSO may
set the following parameters:

e auditing: turns the auditing system on and off;

e audit queue size: controls the amount of memory used to store the audit queue (this represents the
maximum amount of audit data that could be lost);

¢ suspend auditing when full: controls behavior of the system when the audit trail has become full.
It may be set that either the system stops auditing or the system stops processing auditable requests
(default); and

¢ current audit table: changes the table to which audit records are being delivered.

Additionally, some of these management tasks may be automated. For example, the SSO may place a
threshold trigger on an audit table that will activate whenever free disk space reaches a low point. This
allows the Server to switch audit tables without SSO intervention.
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| Field | Contents | Config |
sensitivity | Always Data High. B1
event Code for the type of event. C2/B1
eventmod Success or Failure of event, if applicable. C2/B1
spid Server process id of process that caused the event. C2/B1
eventtime | Date and time of the event. C2/Bl1
sequence Used for events that generate multiple records. C2/B1
SUID Server login user id that initiated the event. C2/B1
dbid Database id to which this event applies. C2/B1
objid Object id to which this event applies. C2/B1
xactid Transaction id related to this event. C2/B1
loginname | Text name corresponding to SUID. C2/B1
dbname Text name corresponding to dbid. C2/Bl1
objname Text name corresponding to objid. C2/B1
objowner Name of object’s owner. C2/B1
maxread Subject’s maxread label. B1
curread Subject’s curread label. B1
maxwrite Subject’s maxwrite label. B1
curwrite Subject’s curwrite label. B1
minwrite Subject’s minwrite label. Bl
objseclab Object’s sensitivity label. B1
sup_label_1 | Maxread of a trusted stored procedure. B1
sup_label 2 | Curread of a trusted stored procedure. B1
sup_label 3 | Maxwrite of a trusted stored procedure. B1
sup_label 4 | Curwrite of a trusted stored procedure. B1
sup_label 5 | Minwrite of a trusted stored procedure. B1
extrainfo Additional information. C2/B1

Table 5.4. Audit Record Contents

5.6.3 Audit Records

Within the audit trail, each audit record is recorded as a row within an audit table. Each row contains a
column for each field shown in Table 5.4, page 105.

The extrainfo field contains information that does not fit into any other field. This information is presented
as text with each part separated by semicolons. This information includes active roles, subcommand in-
formation, previous value of an item, current value of the item, or other security-relevant information. In
addition, user-specified data audited by use of the sp_addauditrecord system stored procedure is placed in the
extra information field. If this added data does not fit within the 255 character size of the extra information
field, additional audit records are written as needed to contain the overflow. These additional audit records
are identified by a sequence number in the heading.
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5.6.4 Audit Generation

The audit mechanism consists of two components. The first component is the auditing interface send_audit,
that is called from the points within the Server code where auditing is required. send_audit puts the audit
message in the audit task’s mailbox. The second component is the audit queue/task component. The audit
queue is the pool of memory which send_audit uses to build audit records. The audit task receives audit
records in its mailbox and writes them to the audit table.

Send_audit formats the audit record exactly as it has to be written into the audit table and sends it to the
audit task mailbox (i.e., queue).

The audit task loops on the audit queue waiting for records to process. The audit task removes audit records
from the audit queue and when the number of cached records exceeds the estimated audit rows per page
(i.e., 20), the records are flushed into the sysaudits_nn tables. The audit task waits for the full page of audit
data to be flushed before taking any more records off the audit queue. In the meantime, if the audit queue
becomes full, it does not accept any more records.

If, for some reason, audit records cannot be inserted into sysaudits_nn, or if auditing cannot be enabled when
requested, a message is sent to the error log and a fatal error is raised. A fatal error results in the Server
shutting down.

5.6.5 Audit Selection

The Server provides the ability to process the audit trail either using pre-selection or post-selection. As the
audit trail is stored in database tables, post-selection is supported through use of the selection and other
capabilities of the Server itself. This means that no additional tools for audit trail post-selection are needed.

The SSO controls the audit records that are generated by use of the sp_audit procedure. The SSO may
control each auditing option on a per-user, per-role, or all users basis. Additonally, each setting may be
specifically set for each database or object. Each setting may be set to off, on, pass, or fail. The settings
and audit records that result are shown in Table 5.5, page 106.

Category | Explanation ‘

adhoc Allows the user to place user-defined audit records into the audit trail using the
sp_addauditrecord procedure.

all Audits all actions by a user or role.

alter ALTER TABLE and ALTER DATABASE statements.

bep Bulk copy commands (BCP IN and BCP OUT).

bind Execution of bind commands (sp_bindefault, sp_bindmsg, and sp_bindrule).

create Creation of objects (CREATE DATABASE, CREATE TABLE, CREATE VIEW, CRE-

ATE PROCEDURE, CREATE TRIGGER CREATE RULE, CREATE DEFAULT, and
sp-addmessage).

continued on next page.
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Category Explanation
dbaccess Cross-database accesses.
delete Deletion of rows (DELETE from a table or a view).
disk Execution of DISK commands (DISK INIT, DISK REFIT, DISK REINIT, DISK MIRROR,
DISK UNMIRROR, and DISK REMIRROR).
drop Dropping (deletion) of objects (DROP DATABASE, DROP TABLE, DROP VIEW, DROP
PROCEDURE, DROP TRIGGER, DROP RULE, DROP DEFAULT, and sp_dropmessage).
dump DUMP DATABASE and DUMP TRANSACTION statements.
€ITors Errors (fatal and non-fatal).

exec_procedure | Execution of stored procedures.

exec_trigger Execution of triggers.

grant GRANT statement.

insert Insertion of rows (INSERT into a table or view).

load LOAD DATABASE and LOAD TRANSACTION statements.
login Login attempts.

logout Logout attempts or connection drops.

revoke REVOKE statement.

security Security relevant events not covered by other options:

e Server boot,

e Server shutdown,
e curread, curwrite, or update mode modification (Secure SQL Server only),
e Role toggling
e Change an audit configuration parameter
e Automatic truncation of audit table by the audit process
e Access to an audit table
e Execution of sp_procrole within a procedure.
select Selection of rows (SELECT from a table or view).
setuser SETUSER command.
table_access Access to any table by a user (using SELECT, DELETE, UPDATE, and INSERT).
truncate TRUNCATE TABLE statement.
unbind Execution of the unbind commands (sp_unbindefault, sp_unbindmsg, and
sp-unbindrule).
update Updates of rows (UPDATE to a table or view).
view_access Access to any view by a user (using SELECT, DELETE, UPDATE, and INSERT).

Table 5.5. Audit Selection Categories

5.6.6 Audit Data Loss

In the event of failure of the Server or OS, some audit records could be lost before being written to permenent
storage. Potential loss is equal to the size of the audit queue plus one page of the audit table itself. The
size of the audit queue is controlld by the SSO and may be set to between 1 and 64 KB. The space required
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to store a single audit record is variable, and the vendor estimated that 20 records are typically stored on
a single table page. This yields an estimate of between 30 and 660 audit records potentially being lost,
depending on the size of the audit queue.

5.7 Object Reuse

Object reuse concerns the allocation of resources that have been used to store information and then released
back to the system for future use. A subject must not be able to scavenge data from resources previously
allocated to other subjects. The Server object reuse policy is twofold:

1. Clear storage before use; and

2. Overwrite the contents of an object with the contents of the new object before it is read (i.e., write-
before-read).

When a database is created, the data pages allocated to the newly-created database are zeroed. When a
database is dropped, all rows in system tables that reference or define the database are removed. Actual
data in the database is not zeroed.

When a table is created, pages are allocated from the database. Although the data areas of these pages are
not cleared before use, the page header information is updated whenever a new page is used for the table.
Information in the database’s allocation pages, allocation map for the table, and the page headers, ensure
that only data written as part of the new table may be accessed.

When a table, stored procedure, or view is dropped, all rows in the system tables of the database in which
the table, stored procedure, or view resides that reference the table, stored procedure, or view are removed.

When a row is deleted, the actual data is not cleared; it is overwritten. The row offset table (see page 27,
“Disk Management”) located at the end of the row’s page is updated. Each entry in the row offset table
indicates where the row is located on that page. When a row is deleted from a page, the remaining rows in
that page are shifted up, the space of the deleted row is overwritten, and the row offset table is updated.
When space is needed to insert a row in a table, a page with enough space is located, the row’s data is copied
onto the page and the row offset table is updated. The offset table contains the length of the row so that
when a new row is inserted into a page and does not overwrite all data from a previous entry, the old data
cannot be accessed.

Only columns with variable-length datatypes can store null values. These columns have an offset value of
zero that indicates a length of zero. All other values in a field (i.e., not null) are at least one byte in length.

Text pages contain large text or image values that cannot be stored in normal data pages because of their
size. Text pages are zeroed on deletion.

The Server relies on the shared memory segments provided by the OS to be cleared when they are created.
The Server uses these shared memory segments to store global data structures and buffers.

A large pool of buffers is maintained in shared memory to cache pages read from disk. Each time a page
is read from disk, a buffer is allocated to it. The buffer is released and cleared after use. Buffers no longer
in use are placed on the Least Recently Used (LRU) side of the Least Recently Used/Most Recently
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Used queue. This ensures that the buffer is clean as it approaches the head of the LRU side and there is
always an available buffer for new cached pages.

A disk buffer data structure contains eight pages and is used for efficiency. The Disk Buffer Manager
ensures that disk buffers are zeroed before use.

A DES data structure maintains global information about database objects while they are in shared memory.
When allocated during Server initialization, all DES data structures are set to zero. DES structures are
reused. The descriptor manager ensures that these structures are cleaned before becoming available for
reuse.

A PSS maintains global information for each task. A pool of free PSS structures is allocated from the
resource structure during system startup. These structures are often reused. Before reallocation, the PSS
manager ensures that PSS structures are reinitialized.

DBTABLE and DBINFO memory data structures contain information about databases. Their managers
enforce a write-before-read policy on them.

The memory manager is responsible for allocating, deallocating, and managing Server memory for each task.
Memory for each task is often associated with a particular proc_hdr and proc_buf data structures. Both
proc_hdr and proc_buf data structures are initialized to all zero when they are freed.

The Task Management component of the Server manages syb_proc structures. When a new task is created,
a syb_proc structure is obtained from the pool and initialized.

The network I/O buffer is a communications buffer that contains TDS requests and query results. The
buffer is reinitialized before reuse.
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Chapter 6

Assurances

This chapter discusses the operational and life-cycle assurance features that exist for the Server. The informal
model of the security policy enforced by the Secure SQL Server is discussed first, followed by a discussion of
the system architecture for the composite TCB. This is followed by a discussion of security testing done on
the Server and a description of the RAMP procedures for maintaining the rating of the evaluated product.

6.1 Informal Model

The following section is applicable only to evaluation of the Secure SQL Server product against the Bl
evaluation class criteria. The informal model [18] of the security policy of the Secure SQL Server describes the
subjects, objects, and primitive operations of the Secure SQL Server. The model was derived by combining
informal models of the security policy for the OS and of the Secure SQL Server into a composite TCB model.

The model focuses on the security policy of the Secure SQL Server and does not include such functions as data
integrity. The two sub-models representing the OS and Secure SQL Server components are developed from a
common securily model similar to the state machine model developed by Bell and LaPadula [1]. Justification
was provided that development of the common security model into the two sub-models of the operating
system (OS) and Secure SQL Server preserved the security of the common security model. Mapping of the
common security model combines a MAC model and a DAC model. Each sub-model has its own subjects,
objects, and security preserving primitives with respect to the appropriate access control policy.

The Secure SQL Server informal model defines four modes of Mandatory Access Control (MAC) access to
storage objects: read, write, modify, and null.

e read: permits the subject to return information from the object, but leaves the object unchanged. Read
access also includes the access required for executing a program or program fragment from a storage
object;

o write: permits the subject to change the state of the object, but returns no information about the state
of the object;

o modify: permits the subject to change the state of the object and return information about the object’s
state; and

e null: permits no access between a subject and a sharable object.

The Secure SQL Server determines whether to grant a subject access to an object based on the requested
access mode and the dominance relationship between the sensitivity label of the subject and the sensitivity
label of the object according to the following rules:

e read access is granted only if the subject’s sensitivity label dominates the object’s sensitivity label;
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e write access is granted only if the subject’s sensitivity label is dominated by the object’s sensitivity
label,

o modify access is granted only if the subject’s sensitivity label equals the object’s sensitivity label; and

o null access is always granted.

The common security model is security-preserving in terms of the TCSEC, and includes such features as
groups, ownership, public access, and specific revocation of access according to individual users. The model
of the Secure SQL Server may not include all state transitions of the common security model, but all state
transitions of the Secure SQL Server model are state transitions of the common security model. Because the
state transitions of the common security model are secure, it follows that the state transitions of the Secure
SQL Server model are secure.

The composite model is shown to be secure by observing that it is impossible for a subject of the OS to
gain access to an object of the DBMS without going through the DBMS interface. It also shows that it is
impossible for a subject of the DBMS to gain access to an object of the OS without going through the OS
interface. All state transitions of the common security model have been proven to be secure; therefore, the
composite model is secure.

6.1.1 Subject Sensitivity Labels

The Secure SQL Server provides a suite of sensitivity labels for each subject. Unless the subject is executing
on behalf of a multilevel user, all components of this suite have identical values for the sensitivity label,
which is equal to the sensitivity label associated with the client OS process. Because multilevel users are
trusted with respect to the Secure SQL Server, the sensitivity label suite may be treated, for the purpose of
modeling, as a single sensitivity label.

6.1.2 Composite Object Labels

MAC decisions on rows and other storage objects that are stored as rows are based on the single sensitivity
label associated with the row. Similarly, composite objects (i.e., databases, tables, and views) are themselves
defined by a single row in a table. The sysdatabases table contains one row for each database on the Secure
SQL Server. The sensitivity label associated with the row that defines the database is referred to as the
hurdle of the database. This row is used to identify all of the information that defines the database. Access
to the database is required as a part of access to any table or row within the database and is mediated based
on comparison of the subject sensitivity label against the database hurdle. As an example, a select operation
on a table within a database must pass read access against the database hurdle before access to the table
is checked. Creation of a table within a database constitutes a write to the database and must pass write
access against the database hurdle. Insertion or modification of the rows of a table must pass write access
to the database before table or row access checks are performed.

Tables and views are defined by rows in the sysobjects table associated with the database. The sensitivity
label associated with the row that defines the table or view is referred to as the hurdle of the table or view.
Access to the table or view is required as a part of access to any row within the table or view and is mediated
based on comparison of the subject sensitivity label against the hurdle of the table or view. Insertion or
modification of the rows of a table or view must pass write access to the table or view before performing
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the insertion or the access check on the row. Modification of a row must pass modify access against the
sensitivity label on the row.

6.2 System Architecture

This section discusses the mechanisms used by the SQL Server and Secure SQL Server to protect itself from
unauthorized modification. It also describes mechanisms used by the TCB to ensure that information for
one user is not passed to another user.

6.2.1 TCB Self-Protection

The composite TCB is composed of DBMS and OS TCB subsets. The SQL Server does not require any OS
privileges and runs single level on the B1 OS. The Secure SQL Server runs as a trusted subject with respect to
the underlying OS. The privileges used by the Secure SQL Server are allowmacaccess and multileveldir.

The DBMS TCB subset runs in ring 3 along with OS trusted processes and untrusted user processes. The
OS kernel runs in ring 0, so the Server cannot tamper with the OS kernel when it is executing. Both the
DBMS and the OS TCB subsets rely upon the OS process isolation mechanism. The Server executes as the
OS user sybase in the sybase group. The Unix permissions bits on the SQL Server executable files are
set to rwxr-xr-x. The Unix permissions bits on Secure SQL Server executable files are set to rwx-—---- .
The TFM directs the administrator not to allow any other processes to execute as the OS user sybase or
in the sybase group. The sybase user and group names are chosen by the administrator. They can
be any name that is distinct from any other user and group used in the system. They must be different
between multiple Server instantiations. This prevents processes without OS DAC privilege from tampering
with Server processes. The Server does not run with OS DAC privilege. Because the OS kernel is protected
by DAC, the Server cannot tamper with OS trusted process, OS TCB internal data structures, and OS
protection mechansisms.

The Server makes use of OS DAC mechanisms to protect its storage objects, which include devices, files,
and shared memory. The Server objects are owned by sybase in the sybase group. Space allocated to
the Server by the OS from a file is called a device. The Server uses this space for database devices, mirror
devices, and backup devices. The location and name of the file is configurable. The device contains non-
volatile database objects, configuration information, and transaction logs. Device permission bits are set
to rw-———--- . Shared memory is used to communicate between the Server processes and its permission
bits are also set to rw------- . Other Server files include files storing additional configuration information,
international character sets, and error message text. Their permission bits are set to rw-r--r--. The
permission bits on the error log are set to ru——----- . In addition to being protected by OS DAC, the
Secure SQL Server objects are protected by OS MAC. The Secure SQL Server files, shared memory, and
configuration files are labeled at Data High.

Internal Server data is protected by the Server’s DAC mechanisms and, in the case of Secure SQL Server,
MAC mechanisms. The system databases are owned by the user SA and all have DAC, and in the case
of the B1 Secure SQL Server, MAC protections. The master database holds server-wide administrative
data. Its hurdle is Data Low, and its maxhold is Data High. The sybsystemproc database holds system
stored procedures. Its hurdle and maxhold are both Data Low. The sybsecurity database holds audit
trail tables. Its hurdle and maxhold are both Data High. The model database stores copies of system
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tables for creating a new database. Its hurdle and maxhold are both Data Low. The tempdb database is
recreated each time the Server starts up. Its hurdle is Data Low, and its maxhold is Data High.

The system tables are all owned by the DBO in the database where they reside and are also protected by
turning off the ALLOW UPDATES system configuration parameter as required by the TFM. The system
tables cannot be updated directly through the TSQL interface, but must be updated by system stored
procedures that may be executed only by authorized users. The system tables are protected by DAC as
described on page 71, “System Tables”. For some system tables, select access is granted to PUBLIC;
whereas for others only the SSO has access. For some system tables, select access is granted to PUBLIC
for only some of the columns. The system stored procedures are all created and owned by the database user

SA.

The client and the Server run on the same OS host in the evaluated configuration. The connection is
made through BSD Named Pipes, which are protected using Access Control Lists (ACL) in the evaluated
configuration. ACLs are not used when the ID of the user is the same as the ID of the administrative user who
started the Server (i.e., the sybase user). For this optimization, the permission bits are set to rux------ .
The Server write pipe is Server write and client read. The client write pipe is Server read and client write.
The Backup Server accepts connections only from the Server or another Backup Server. A server connecting
to a Backup Server connects as if it were a client connecting to the Server. The same optimization is used
to protect the connection from the Server to the Backup Server as to protect the connection from a client
to the Server, since the sybase user is responsible for initiating both the Server and the Backup Server.
In addition, the DAC permissions on the directory in which the listener pipes between Backup Server and
Server reside are also set to rwx------ . In the case of the Secure SQL Server, the connection is labeled
at Data High. More details on the communications I/O may be found on page 39, “Communication I/0O
Management” .

6.2.2 Task Isolation

The Server executes tasks running on behalf of client connections. A task context consists of variables and
data structures needed by the task to execute. A PSS is allocated for each task when it is created and
is maintained in the DBMS area of shared memory. The PSS and syb_proc are the primary source of
information for an executing task. In addition, each task has a non-shared stack and memory management
region that it uses for non-shared resources. The Server does not provide an interface to the internal data
structures of a task.

6. Security estin

This section describes Sybase’s test documentation and the team’s test activities.

6.3.1 Sybase Test Documentation

Sybase’s test documentation consists of their Security Test Plan and test suites.
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6.3.1.1 Security Test Plan

Sybase developed their Security Test Plan [17] using the Process Action Team PAT Guidance

orking Group PG G Form and Content of Vendor Test Documentation [11]. The Security
Test Plan contains the following chapters: Introduction, Requirements, Interfaces and High Level Test
Plans (HLTPs). The Introduction describes Sybase’s approach to testing and introduces Sybase’s testing
terminology.

The Requirements chapter addresses synthesi ed requirements and basic requirements. The basic require-
ments list testable assertions from the TCSEC requirements. The synthesized requirements interpret and
expand basic requirements in terms of the Server’s policies and mechanisms, particularly in the areas of
DAC, MAC, and Audit. Each requirement is assigned a requirement name tag that is referenced in the
HLTPs.

The Interfaces chapter has sections for the following classes of interfaces: Tabular Data Stream (TDS), SQL
verbs, system stored procedures, SQL built-in functions and variables, and administrative interfaces. Each
interface was analyzed and assigned to a security relevance class.

High Level Test Plans are provided for each TCB interface that identifies its applicable security requirements
and describes how they are tested. Each HTLP includes the following:

Interfaces;

Requirements;

Description of the tests including Test Case Tables and Test Assertions which are cross-referenced; and
Notes that provide further amplification.

6.3.1.2 Test Suites

The Server test suites follow the organization of the Security Test Plan. There is a test suite for each Test
Case Table in the High Level Test Plans. Test suites contain a script for each test case as well as its own
setup and clean up scripts so that it can be executed independently of other test suites. Sybase has a test
driver that allows a list of test suites to be executed automatically.

The test suite files are organized by test suite, each of which is stored in its own Unix directory. Within each
test suite directory, there are four subdirectories:

INPUT containing source files in the form of scripts;

C2CANON and BICANON containing expected results;

OUTPUT containing actual results; and

DIFF containing differences between expected results and actual results.

6.3.2 Team Test Activities

During design analysis, the team performed test coverage analysis based on the Security Test Plan,
reviewed sample test suites for consistency with the High Level Test Plans, specified team tests, and wrote
the Team Test Plan. Also, before going to the vendor site for testing, the team analyzed the test scripts
and the canons for correctness and consistency with the High Level Test Plans.
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During team testing at the vendor test site, the team installed the system in the evaluated configuration
according to the Installation Guide and executed the vendor test suites and the team tests. The vendor’s
legacy test driver was found to support only an IPC mechanism that was not included in the OS’s evaluated
configuration. This prompted the vendor to modify the test configuration to ensure that the evaluated IPC
mechanism was used for all testing.  Additional minor problems were discovered in documentation and
implementation during testing. These were corrected and in the case of implementation errors; the system
was retested.

6.4 Ratin Maintenance hase

Upon completion of the evaluation, Sybase will enter Rating Maintenance Phase (R MP) to maintain the
rating of the evaluated product as changes are incorporated into the Server. Sybase has identified the Vice
President for the Server Group as the Responsible Corporate Officer who can commit Sybase resources to
the R MP effort, two Vendor Security nalysts (VS s) to perform security analysis, and a Vendor Business
Point of Contact to handle business issues. The remainder of this section describes Sybase’s configuration
management process, identifies configuration items, details the security analysis process as described in the
S BASE S L Server and Secure S L Server Ratings Maintenance Plan [21], and discusses ho

Sybase plans to use the R MP process hen upgrading the Server to run on a ne platform or a ne version

of the OS.

6.4.1 Con guration Management Process

Sybase breaks do n the change management system using a set of automated tools. Configuration manage-
ment is performed using the Clearcase tool and a number of tools developed by Sybase. Clearcase supports
file versioning codeline branching shared vie s (to allo developers to ork on the same project using com-
mon versions of ne files) and private vie s. The Sybase-developed tools include: (1) the Bug Tracking
System (BTS) used by the entire company to track product problems (2) an Engineering Change Order
ECO development package used to respond to problems ith the Server product line and (3) a revision and
revie tool used to route and document ECO-related security analyses as they are performed.

Changes are made to the Server using one of t o processes: (1) ane product is released or (2) bug fixes are
made. ne product is initiated ith a marketing requirements document and an engineering requirements
document. fter the requirements documents are approved a project plan is completed and prototyping
begins. Follo ing prototyping are the functional specification and detailed design phases. It is during
the detailed design phase that most security analysis is performed a small portion of security analysis is
performed during coding. Once the design is completed coding and testing are performed.

Bugs and feature requests are tracked using the BTS. Each entry in BTS is assigned a unique name that
is used to track the status of the bug or request. The key information associated ith each change request
includes the platform product and product version on hich the change as reported. Emergency bug fixes
are also handled through BTS. If a customer needs an immediate fix the Data Server Engineering group
addresses the problem by performing security analysis and sending the customer a patch that addresses the
problem.

learcase is a configuration management product developed by tria, nc.
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6.4.2 Con guration Item Identi cation

Sybase has chosen the follo ing for configuration items  Is):

Operating System Hard are Soft are and Documentation
Source ode all directories files and makefiles)
Test Scripts
Philosophy of Protection
Ratings Maintenance Plan
Design Specifications
Informal Security Policy Model
Soft are Test Plans
Test Procedures
uidelines on Security nalysis
Sybase oding Standards
Security Features Users uide and
Trusted Facility Manual.

These items ere chosen because they are the granularity at hich the configuration management tools are
applied and security analysis is performed. The three major categories for the decomposition are source
code test code and documentation.

6.4.3 Security Analysis

Security analysis is performed during the functional specification revie s design revie s and code revie s.
During specification revie s security analysis is performed by listing all security considerations in the spec-
ification template. For code revie s security analysis results are stored in the learcase tool as part of the
revie checklist that must be completed before code can be checked into a codeline. Sybase has provided
security training to some of its engineers so that these trained engineers can perform security analysis dur-
ing the design phase. This alleviates some of the analysis ork performed by the Vendor Security nalyst
VS )s. Determination of ho performs the security analysis is based on t o factors: degree of security
relevance of a configuration item  I) and security relevance of a change. The security relevance of a 1
can be one of three classifications:

e High Security Relevance: The I maintains security relevant data
e Security Relevant: The 1 supports a security enforcement mechanism and
e Not Security Relevant: The I does not support any security relevant portion of the Server.

The security relevance of a change is broken into three classifications.  change refers to the addition dele-
tion or modification of code from source files or changes to documentation. When determining the security
relevance of a change each of the follo ing T SE requirements is considered: identification and authenti-
cation D object reuse M including labeling) audit and system architecture. The classifications of
changes are:

e Security ritical: The change implements the security policy or adds deletes or modifies security data
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e Security Relevant: The change affects an area hich supports security enforcement and
e Not Security Relevant: The change does not have any security implications and does not affect security
relevant areas of code.

The level of required security analysis ill be based on the degree of security relevance of the modified 1
and the security relevance of the change itself. Table 6.1 page 118 sho s all possible combinations of changes
and Is and their resulting degree of security analysis.  full security analysis requires VS participation.
Security analysis may be performed by trained engineers but 1ill be revie ed by a VS

hange Rating
I Security Relevance | Security ritical | Security Relevant | Not Security Relevant

High Full nalysis Full nalysis nalysis
Relevant Full nalysis nalysis nalysis
Not Relevant Full nalysis nalysis No nalysis

Table 6.1. Required Level of Security nalysis

6.4.4 OS and Platform-Driven RAMP

In addition to R MP actions driven by changes to Server functions R MP actions may be driven by
changes to the evaluated OS resulting from an OS R MP action or by porting the server to a completely
different evaluated OS/hard are combination. In either case any changes required to the Server code and
documentation are tracked and security analysis performed as noted in the preceding sections. In addition
an OS impact study is used to examine the interface bet een the DBMS and proposed OS platform.
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auat n as a C ste

This chapter describes ho the T SE requirements and the TDI interpretations are satisfied by the S
Server e ecuting on the OS in the evaluated configuration. The rating earned by Sybase ill be associated
ith the composite T B comprising the S Server and the HP-U B S operating system. onsequently
requirements are considered from the perspective of the composite T B. s described throughout this report
the S Server depends heavily on the OS’s security mechanisms to enforce its portion of the composite
security policy therefore e planation of ho some requirements are met lies in ho the evaluated OS
meets requirements. This chapter does not address the details of ho the evaluated OS meets T SE
requirements but addresses hat the S Server e plicitly relies on to enforce its portion of the policy. For
details concerning the OS design and implementation see the HP-U B S Final Evaluation Report [3].

7.1 Discretionary Access Control

Re uirement

TCSEC:

The T B shall define and control access bet een named users and named objects e.g. files and programs

in the DP system. The enforcement mechanism e.g. self/group/public controls access control lists

shall allo users to specify and control sharing of those objects by named individuals or defined groups of
individuals or by both and shall provide controls to limit propagation of access rights. The discretionary
access control mechanism shall either by e plicit user action or by default provide that objects are protected
from unauthorized access. These access controls shall be capable of including or e cluding access to the
granularity of a single user. ccess permission to an object by users not already possessing access permission
shall only be assigned by authorized users.

TDI

The discretionary access control requirements apply as stated in the T SE to every T B subset hose
policy includes discretionary access control of its subjects to its objects. ny T B subset hose policy does
not include such discretionary access control is e empt from this requirement.

Applicable eatures

The S Server enforces a Discretionary ccess ontrol D policy that controls access bet een named
users and named objects: databases tables vie s and stored procedures. Object o ners may grant
ote that any evaluation by parts requires that at least one T subset in the T enforce a discretionary access control

policy, and thus satisfy this requirement.
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permissions to individual users groups or roles ith the GRANT statement. Permissions may be granted
ith or ithout the GRANT OPTION  hich allo s the grantee to propagate the permission to other users.
Permissions may be removed ith the REVOKE statement. When a permission ith the GRANT OPTION is
revoked it may be revoked ith the CASCADE option that also revokes the permission from any user that
as granted by that user. When objects are created the default access is o ner only access. Permissions
may be granted to or revoked from a single user. The Database O ner DBO and the o ner of the object
are authorized to grant permissions on the object to other users.

Conclusion

S Server satisfies the 2 Discretionary ccess ontrol requirement.

7.2 Object Reuse

Re uirement

TCSEC:

Il authorizations to the information contained ithin a storage object shall be revoked prior to initial
assignment allocation or reallocation to a subject from the T B’s pool of unused storage objects. No
information including encrypted representations of information produced by a prior subject’s actions is to
be available to any subject that obtains access to an object that has been released back to the system.

TDI:

This requirement applies as stated in the T SE to every T B subset in the T B.

Applicable eatures

The object reuse requirement is met by the features ithin each evaluated product. The S Server T B
subset provides object reuse for internal data structures that contain data visible to an S Server subject.
These structures are either cleared hen allocated or over ritten ith the contents of ne objects. The S
Server’s object reuse policy is discussed in page 8 Object Reuse .

Conclusion

S Server satisfies the 2 Object Reuse requirement.
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7. Identi cation and Authentication

Re uirement

TCSEC:

The T B shall require users to identify themselves to it before beginning to perform any other actions that
the T B is e pected to mediate. Furthermore the T B shall use a protected mechanism e.g. pass ords

to authenticate the user’s identity. The T B shall protect authentication data so that it cannot be accessed
by any unauthorized user. The T B shall be able to enforce individual accountability by providing the
capability to uniquely identify each individual DP system user. The T B shall also provide the capability
of associating this identity ith all auditable actions taken by that individual.

TDI:

This requirement applies as stated in the T SE to the entire T B. The cooperative action of the T B
subsets making up the T B must satisfy the requirement.

If the T B is composed of T B subsets one T B subset may either rely on a mechanism in another T B
subset to provide identification and authentication services or provide the services directly. Each T B subset
may maintain its o n identification and authentication data or one central repository may be maintained. If
each T B subset has its o n data then the information for each individual user must be consistent among
all subsets.

Applicable eatures

The S Server limits access to users ho have already passed authentication by the operating system OS
Trusted omputing Base T B and have established an OS session. From this authenticated OS session
the Server requires users to provide a user identification ID and pass ord to identify themselves. The S
Server pass ords are stored in encrypted form in the syslogins table of the master database. Only the user
or the System Security Officer SSO may modify the user’s pass ord. When the pass ord is modified the
encrypted version of the ne pass ord replaces the old encrypted pass ord in the syslogins table. Only the
encrypted form of the pass ord is available to the SSO. The Server enforces individual accountability using
the user’s unique Server User Identity SUID . The S Server also associates the user’s unique SUID ith
all auditable actions taken by the individual.

The Trusted Facility Manual TFM recommends that the S Server login name be the same as the OS
user name to provide consistency bet een T B components. The TFM also includes a arning to the
administrator to use the sp_loc login system stored procedure to remove users from the system rather than
the sp_dropuser system stored procedure  hich ould other ise allo the possibility of reusing SUIDs. This
assures that information reintroduced into a database from a dropped user via load operations cannot be
accessed by ane user ho had acquired the SUID of the dropped user through an administrative action.

Conclusion

S Server satisfies the 2 Identification and uthentication requirement.
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7.4 Audit

Re uirement

TCSEC:

The T B shall be able to create maintain and protect from modification or unauthorized access or de-
struction an audit trail of accesses to the objects it protects. The audit data shall be protected by the T B
so that read access to it is limited to those ho are authorized for audit data. The T B shall be able to
record the follo ing types of events: use of identification and authentication mechanisms introduction of
objects into a user’s address space e.g. file open program initiation deletion of objects actions taken by
computer operators and system administrators and/or system security officers and other security relevant
events. For each recorded event the audit record shall identify: date and time of the event user type of
event and success or failure of the event. For identification/authentication events the origin of request e.g.
terminal ID shall be included in the audit record. For events that introduce an object into a user’s address
space and for object deletion events the audit record shall include the name of the object. The DP system
administrator shall be able to selectively audit the actions of any one or more users based on individual
identity.

TDI

This requirement applies as stated in the T SE to the entire T B. The cooperative action of the T B
subset making up the T B must satisfy the requirement.

T B subset may maintain its o n security audit log distinct from that maintained by more primitive
T B subsets or it may use an audit interface provided by a different T B subset allo ing the audit records
it generates to be processed by that T B subset.

If the T B subset uses different user identifications that a more primitive T B subset there shall be a means
to associate audit records generated by different T B subsets for the same individual ith each other either
at the time they are generated or later.

uditable events in the case of a database management system are the individual operations initiated by
untrusted users e.g. updates retrievals and inserts not just the invocation of the database management
system. The auditing mechanism shall have the capability of auditing all mediated accesses hich are visible
to users. That is each discretionary access control policy decision shall be auditable. Individual operations
performed by trusted soft are if totally transparent to the user need not be auditable. If the total audit
requirement is met by the use of more than one audit log a method of correlation must be available.

Applicable eatures

The S Server provides an audit trail that records the security-relevant activities ithin the S Server
hich is only accessible to the SSO. These activities include:

ccess to database objects using TS statements
Use of security-relevant system stored procedures
Use of built-in functions hich make security checks and
Identification and authentication activities.
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The record of these activities includes information on users and objects involved type of access attempted
hen the activity happened and hether the access checks succeeded. The SSO may selectively audit actions
involving any particular user or object.

The audit trail provided by the S Server is separate from the one provided by the OS. orrelation of
these trails must be manually done in accordance ith the TFM. The S Server auditing mechanisms are
e plained in page udit .

Conclusion

S Server satisfies the 2 udit requirement.

7.5 System Architecture

Re uirement

TCSEC:

The T B shall maintain a domain for its o n e ecution that protects it from e ternal interference or
tampering e.g. by modification of its code or data structures . Resources controlled by the T B may be
a defined subset of the subjects and objects in the DP system. The T B shall isolate the resources to be
protected so that they are subject to the access control and auditing requirements.

TDI:

This requirement applies as stated in the T SE to every T B subset ith the follo ing additional inter-
pretations.

The T B must provide domains for e ecution that are allocated to and used by T B subsets according to
the subset-domain condition for evaluation by parts. most primitive T B subset must provide domains
for e ecution. less primitive T B subset must make use of domains provided by a more primitive T B
subset.  less primitive T B subset may provide further e ecution domains but is not required to do so.

If the T B is composed of multiple T B subsets this requirement applies to each T B subset.

Applicable eatures

The composite T B is composed of DBMS and OS T B subsets. The OS T B subset maintains a domain
forits o n e ecution that protects it from e ternal interference and tampering and provides process isolation
that protects the DBMS T B subset from e ternal interference and tampering. The DBMS T B subset
does not require any OS privileges. It runs in ring 3 along ith the OS trusted processes and untrusted
user processes. The OS kernel runs in ring so the S Server cannot tamper ith the OS kernel hen
it is e ecuting. Both the OS and DBMS T B subsets rely upon the OS process isolation mechanism. The
S Server e ecutes as the OS user sybase in the sybase group. The S Server relies upon OS D

mechanisms to protect its e ecutables and storage objects. Uni permission bits on e ecutable files are set
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to rwxr-xr-x. Uni permission bits on devices and shared memory that store T B internal data structures
and T B data are set to ru——---—- . Permissions on public files are set to rw-r--r--. The S Server
stores its T B internal data structures in protected system tables.

The Backup Server  hich performs dump and load operations is allo ed to connect only to the trusted S
Server or another Backup Server. This is enforced by setting D permissions on the BSD Named Pipes to
ryx—-————- hich allo s access only to the administrative user authorized to e ecute the S Server and
the Backup Server.

The S Server controls access to the follo ing named objects: databases tables vie s and stored pro-
cedures. The S Server isolates the resources to be protected so that they are subject to access control
and auditing requirements. This is done by ensuring the S Server resources can be accessed only through
the TS interface. When TS statements are parsed the Secure S Server keeps track of the access
control checks that need to be made. Before e ecution the reference validation mechanism is called to make

all of the D checks at once and to generate the appropriate audit records.
Conclusion
S Server satisfies the 2 System rchitecture requirement.

7.6 System Inte rity

Re uirement

TCSEC:

Hard are and/or soft are features shall be provided that can be used to periodically validate the correct
operation of the on-site hard are and firm are elements of the T B.

TDI:

This requirement applies as stated in the T SE to every T B subset that includes hard are or firm are.
ny T B subset that does not include hard are or firm are is e empt from this requirement.

Applicable eatures

This requirement is not applicable to the S Server and is handled by the OS.

Conclusion

S Server satisfies the 2 System Integrity requirement.
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7.7 Security estin

Re uirement

TCSEC:

The security mechanisms of the DP system shall be tested and found to ork as claimed in the system
documentation. Testing shall be done to assure that there are no obvious ays for an unauthorized user
to bypass or other ise defeat the security protection mechanisms of the T B. Testing shall also include a
search for obvious fla s that ould allo violation of resource isolation or that ould permit unauthorized
access to the audit or authentication data.

TDI:

This requirement applies as stated in the T SE to the entire T B.IfaT B consists of T B subsets meeting
the conditions for evaluation by parts the satisfaction of the requirements by each T B subset satisfies the
requirement for the entire T B. Other ise security testing of the entire T B must be performed even if
the results of testing the individual T B subsets ere available .

Applicable eatures

Sybase provided a comprehensive set of security tests organized by T B interfaces. The evaluation team
performed test coverage analysis on Sybase’s test suites based on the Security Test Plan [ 7]. Then the
evaluation team analyzed Sybase’s test procedures and canons against the Security Test Plan for consis-
tency and correctness. The team also specified team tests to check that the system protected itself and the
security mechanisms orked as documented. During testing at the vendor site the evaluation team installed
the S Server in the evaluated configuration and ran all of the vendor test suites against the evaluated
soft are base. Then the evaluation team ran their team tests. Some minor problems ere discovered both
in documentation and implementation. These ere corrected and in the case of implementation errors the
system as retested.

Conclusion

S Server satisfies the 2 Security Testing requirement.

7. Security eatures sers uide

Re uiremen

TCSEC:

single summary chapter or manual in user documentation shall describe the protection mechanisms
provided by the T B guidelines on their use and ho they interact ith one another.
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TDI:

This requirement applies as stated in the T S to every T B subset in the T B. This collection of guides
must include descriptions of every T B subset in the T B and e plicit cross references to other related user’s
guides to other T B subsets as required. In addition interactions bet een mechanisms ithin different T B
subsets must be clearly described.

Applic ble e ures

The Sybase S L Server Security Features User s Guide [ ] is intended for an audience of non
administrative users and provides a description of the security features available to them ithin the S
Server.

The preface clearly describes the conventions used ithin the document and provides a list of other relevant
manuals ith a description of each.  hapter Introduction to Security in S Server  provides an
introduction to the security features of the S Server familiarizing the reader ith some of the concepts.

hapter 2 ogginginto S  Server discusses login accounts group membership pass ord management
and ho to log on to the S Server.  hapter Roles in S Server  describes the administrative
and o nership roles that e ist ithin the S Server.  hapter ranting Permissions on Objects and

ommands provides a description of the discretionary access controls ithin the S Server and provides
e amples on the use of the GR T and REVOKE commands to control the follo ing permissions:

reate databases

reate objects ithin a database
ccess tables vie s columns and
ecute stored procedures.

C nclusi n

S Server satisfies the 2 Security eatures User’s uide requirement.

7. rusted acility Manual

Re uiremen

TCSEC:

manual addressed to the DP system administrator shall present cautions about functions and privileges
that should be controlled hen running a secure facility. The procedures for e amining and maintaining the
audit files as ell as the detailed audit record structure for each type of audit event shall be given.

TDI:

This requirement applies as stated in the T S to the T B and to every T B subset in the T B.
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This requirement can be met by providing a set of manuals one for each distinct non replicated T B
subset. ach manual shall address the functions and privileges to be controlled for the associated T B
subset.  dditionally it must clearly sho the interfaces to and the interaction ith more primitive T B
subsets. The manual for each T B subset shall identify the functions and privileges of the T B subsets
on hich the associated T B subset depends. Iso the T B subset’s manual shall identify hich if any
configuration options of the more primitive T B subsets are to be used for the composite T B to operate
securely.

ny pre defined roles supported e.g. database administrator by the T B subset shall be addressed.

The means for correlating multiple audit logs and synonymous user identifications from multiple T B subsets
if such e ist shall also be addressed.

The trusted facility manual shall describe the composite T B so that the interactions among the T B
subsets can be readily determined. Other manuals may be referenced in this determination. The manuals
that address the distinct modules of the T B and the generation of the T B need to be integrated ith the
other trusted facility manuals only to the e tent that they are affected by the use and operation versus the
development of the composite T B.

Applic ble e ures

The T for this product is composed of three documents: Sybase S L Server Security Administra
tion Guide [ 2] Sybase S L Server System Administration Guide [ ] and Sybase S L Server
Installation and Con guration Guide [ 5]. These three documents describe the three administrative
roles needed to manage the S Server. The T begins ith an introduction to overall security features
and to security administration.

The SSO functions described are administration of the audit trail granting the Operator role managing
user accounts and managing the audit trail. S duties described include installation of the S Server
management of disk storage creation of user databases and maintenance of D policy. The Operator
is permitted to back up and restore databases on a Server ide basis and procedures for performing these
functions are described.

The T also describes ho to install the S Server in the evaluated configuration. Descriptions of the
audit events audit records audit trail reduction tools and audit correlation ith the OS are also provided.

C nclusi n

S Server satisfies the 2 Trusted acility anual requirement.

7.1 est Documentation

Re uiremen

TCSEC:
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The system developer shall provide to the evaluators a document that describes the test plan test procedures
that sho ho the security mechanisms ere tested and results of the security mechanisms’ functional
testing.

TDI:

This requirement applies as stated in the T S to the composite T B.

Applic ble e ures

The S Server test documentation is based on the Process Action Team PAT Guidance orking
Group PG G Form and Content of Vendor Test Documentation [ 2]. Sybase’s test documen
tation consists of a Security Test Plan [ ] and Test Suites.

The Security Test Plan [ ] interprets and e pands the T S requirements in terms of S Server’s
policies and mechanisms and analyzes all of the T B interfaces for security relevance. The Security Test
Plan [ ] also provides High evel Test Plans for each security relevant T B interface that include Test

ssertions and Test ase Tables. The team performed Test overage nalysis based on the Security Test

Plan [ ].

The test suites follo the organization of the Security Test Plan [ ]. There is one test suite for each Test

ase Table in the High evel Test Plans. There as one test script for each test case in addition to a setup
and cleanup test script in each test suite. The test suites can be e ecuted independently. There is also a
test driver that can automatically e ecute a list of test suites.

The test suite files are organized by test suite. There is a Uni directory for each test suite. Within
this directory there are subdirectories containing source files e pected test results actual results and the
differences bet een the e pected and the actual results. Before testing the team analyzed the source files
and e pected results canons against the Security Test Plan [ ] for consistency and correctness. During
testing the team e amined actual test results and the differences bet een the actual and the e pected test
results.

C nclusi n

S Server satisfies the 2 Test Documentation requirement.

7.11 Desi n Documentation

Re uiremen

TCSEC:

Documentation shall be available that provides a description of the manufacturer’s philosophy of protection
and an e planation of ho this philosophy is translated into the T B. If the T B is composed of distinct
modules the interfaces bet een these modules shall be described.
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TDI:

This requirement applies as stated in the T S to the composite T B. If the T B is composed of multiple
subsets this requirement applies to each T B subset and the interfaces bet een T B subsets.

Applic ble e ures

The Sybase S L Server High Level Design Document | ] is organized into three parts: the Philoso
phy of Protection T B Interfaces and the rchitecture Summary Document. 1l documents ere developed
in accordance ith the Process Action Team PAT Guidance orking Group PG G Form
and Content of Vendor Design Documentation [ ]. There are pointers throughout the High evel
Design Document that provide a reference to o  evel Detailed Design information.

The Philosophy of Protection for the S Server describes the security policy and security features of the
S Server. Included in this description are the definition of the T B T B interface and T B protected
resources. The Server T B subset security policy additional T B protection mechanisms the composite
T B and assurances are also described. 1l OS specific information is documented in the Philosophy of
Protection.

The T B Interfaces section provides a detailed description of the T B interfaces. The TDS Protocol
mechanism is discussed including: Tabular Data Stream TDS Requests and Protocol Data Units PDUs
Token Oriented Requests and Tokenless Requests ogin and Interrupting a Request. inally descriptions
of the ctisql and ctbcp administrative interfaces are provided.

The rchitecture Summary Document is divided into five chapters. hapter System Overvie provides
an introduction to the Server Backup Server system stored procedures and client. hapter 2 Kernel
ayer describes ngines Tasks emory anagement Net ork and Disk I/O DB S essage Passing
echanism and System Startup and Shutdo n. hapter Transact S ompilation and  ecution
discusses tree and data structures TDS ngine Parser Sequencer  ompilation Phase and  ecution.
hapter Disk anagement describes Device Data and Page anagement. hapter 5 Internal Server
Services introduces the various Resource anagers T B Tasks Transaction anagement ogging and
Recovery and related data structures for Resource anagers. hapter Backup Server provides an
overvie of the architecture and discusses onnection anagement Remote Procedure alls RP s Data
anagement and Backup Server Tasks. hapter System Stored Procedures describes the D Policy

ertified Stored Procedures and Triggers and Security ttributes.

Other related documents referenced e tensively are:

Sybase S L Server and Secure S L Server Design Documentation Volume 2: Low Level De
tailed Design [2 ]

Sybase S L Server and Secure S L Server Rating Maintenance Plan [2 ]
Sybase S L Server and Secure S L Server Security Test Plan [22]
Sybase S L Server Reference Manual [ 5]

Sybase Secure S L Server Reference Manual Volume 1: Commands Functions and Topics

(2]
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Sybase Secure S L Server Reference Manual Volume 2: System Stored Procedures and Cat
alog Stored Procedures [25]

Sybase S L Server Security Feature s User s Guide [ ]
Sybase S L Server Trusted Facility Manual [ 2]

Sybase Open Server Server Library/C Reference Manual [ ]
Sybase Open Client Client Library/C Reference Manual | |

TDS Release 5. Functional Speci cation Version 3. [ ]

C nclusi n

S Server satisfies the 2 Design Documentation requirement.

7.12 Ratin s Maintenance hase ro ram

Re uiremen

The vendor shall have in place procedures mechanisms tools and personnel that comply ith the follo ing
Rating aintenance Phase R P program requirements for the Trusted Product valuation Program as
specified in Rating Maintenance hase rogram Document N S T Version 2 arch 5. Note
that the definitions in  hapter of N S T apply to all statements of R P requirements.

¢ Requirements for Con guration Items

onfiguration items shall be identified by the vendor in an NS approved R Plan and shall encom
pass:

. The components or subsystems including soft are source and object code that comprise the
Trusted omputing Base T B .

2. ny hard are and/or soft are features that are used to periodically validate the correct operation
of the T B in satisfaction of the System Integrity requirement.

. The informal or formal model of the security policy at the B evaluation class .
. The Security eatures User’s uide S U
5. The Trusted acility anual T

. The test plan the test procedures that sho ho the security mechanisms ere tested and the
e pected results of the security mechanisms’ functional testing and related test documentation.

. The design documentation.

. The R Plan.

Assessment of Vendor Compliance Sybase has identified the follo ing as configuration item I s:
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Operating System Hard are Soft are and Documentation
Source ode including all S Server directories files and makefile
Test Scripts
Philosphy of Protection
Ratings aintenance Plan
Design Specifications
Soft are Test Plans
Test Procedures
uidance on Security nalysis
Sybase oding Standards
Security eatures User’s uide and
Trusted acility anual.

¢ Requirements for RAMP Evidence
or each change R P vidence shall include the follo ing:

description of the change.
2. The issues and conclusions of the Security nalysis.
. Identification of the Is affected.
. The status of the changes to the Is e.g. being implemented or completed .

Assessment of Vendor Compliance The R Plan provides a list of the evidence to be provided
during a R P action. 1l necessary requirements are identified. Information ill come from the
Bug Tracking System BTS  ngineering hange Orders Os and revie notes. The BTS stores
change request information. The security analysis and list of modified 1Is ill be obtained from the
O information.
¢ Requirements for the Rating Maintenance Plan

The R Plan shall include the follo ing:

. Identification of the VS s and the R O including their corporate position.

2. The division of technical responsibilities among VS s if more than one .
. The original date of approval of the R Plan and the dates of all approved changes.
. The policies and procedures for Security nalysis.

5. The procedures for complying ith applicable interpretations.

. The policy for using emergency procedures for correcting errors and for incorporating these cor
rections in subsequent scheduled product releases.

convincing argument to sho that the described mechanisms procedures and tools are sufficient
to address all changes to the product including ne features bug fi es and changes to satisfy
pplicable Requirements.

. The procedures for a VS performed R P udit.
. The procedures for R Plan maintenance.
list of all Is.

. The rationale for the chosen granularity of Is.
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2. description of the format of the R P vidence.

Il updates necessary to reflect corrective measures taken after a R~ P process failure e.g.
failure to follo or error in follo ing the R Plan if one has occurred.

Assessment of Vendor Compliance Sybase has provided an R Plan that addresses each specified
area. The R Plan has a chapter for each identified requirement.
¢ Requirements for the Rating Maintenance Report

ach R R shall include the follo ing:

summary identifying each change that has been made since the previous evaluated release of
the R P Product.

2. description of all security relevant changes and the Security nalysis of those changes.
description of ho the R P Product meets the pplicable Requirements.
. Identification of all tools used for generating Is.

5. The internal procedures used for restoring the R P process if the R~ P ycle covered by the
R R included a process failure. The description of the internal procedures must include:

The nature of the failure
The Security nalysis conducted to establish corrective measures and verify product trust

stablishment of the missing trail of evidence linking the evaluated product to the R P
Product.

. Results of the VS conducted R P udit.

Assessment of Vendor Compliance The R Plan provides an e ample R R that identifies all
information that ill bein an R R duringa R P action. The e ample R R and the surrounding
te t address this requirement completely.

¢ Requirements for the Responsible Corporate O cer

The Responsible orporate Officer or if the R O has designated a VBPO to act on behalf of the
R O the VBPO shall:

1 ays be identified hile the vendor is participating in R P and shall be responsible for the
overall management of the vendor’s R P effort.

2. Identify at least one VS at all times hile rating maintenance actions are under ay.

. Be responsible for submitting a proposed R Plan during the initial evaluation and shall obtain
approval of the R Plan before entering the ormal valuation Phase.

nsure that all subsequent changes to the R Plan to reflect all changes made in the vendor’s
implementation of the ratings maintenance process are submitted to the NS for approval.

5. Sign the cover letter of the proposed R Plan.
. Sign the cover letter of the R R.
nsure that any requested R~ P udit is conducted promptly follo ing the request.

. Be responsible for submitting as directed by the TPO  copies of the follo ing materials at least
four eeks in advance of the scheduled R P TRB:

The R R
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The NS approved R Plan
The Updated inal valuation Report R
The proposed product description for the P .

Assessment of Vendor Compliance Sybase has identified a Responsible orporate Officer R O .
The duties of the identified personnel are e plained in the R Plan. The R O duties listed in the
R Plan include all of the responsibilities listed in the R P Program Document [ ].

¢ Requirements for Security Analysis

Security nalysis shall include the follo ing:

amining changes to the R P Product for security relevance including analyzing the effects
on the T B.

2. Revie ing the design of approved changes.

nsuring that the R~ P Product is adequately tested including ensuring adequate test coverage
through modification of the tests as necessary.

nsuring that all documentation needed to sho compliance ith the pplicable Requirements
including design and user documentation is updated consistently to reflect all changes to the
T B.

change shall be considered to affect the T B if it alters code or documentation ithin the identified
T B boundary changes the T B boundary augments the T B or indirectly affects the function of
T B elements.

change shall be considered security relevant if it directly affects any mechanism implementing iden
tified security policies e.g. discretionary access control D object reuse T B isolation or if it
directly affects the maintenance of security data.

Security nalysis shall encompass cumulative effects involving all I changes. or e ample t o oth
er ise acceptable changes may conflict in terms of security because one assumes conditions that no
longer hold given the other change. Security nalysis shall also consider the effects of interrelation
ships among the security features of the R P Product.

Assessment of Vendor Compliance The R Plan describes ho security analysis is performed. In
some cases the product developers are responsible for perfoming the initial security analysis and a VS
approves the analysis. Ho ever in all cases a VS isresponsible for the analysis see page Rating

aintenance Phase for more details on security analysis . Security analysis results are managed using
the learcase tool.

e Requirements for Vendor Security Analyst s

Vendor Security nalyst shall:

. Successfully complete the NS training program for VS s i.e. the VS lass .

2. Deliver the vendor’s uarterly Status Reports  SRs to the vendor forum on the required sched
ule.

onduct supervise or monitor all Security nalysis tasks according to the approved R Plan.

. Revie the Security nalysis prior to the submission of the R R for the rating maintenance
action.
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5.

onduct an initial R~ P udit prior to the original evaluation team’s testing of the T B. The
results of this initial R~ P udit must be provided to the evaluation team.

onduct at least one R~ P udit foreach R P ycle. The results of the R P udit must
be included in the ne t quarterly status report follo ingthe R P udit.

nsure that before the R R is submitted the relevant parts of the entire security functional
test suite used in the original evaluation as updated during the R P ycle are successfully
e ecuted on a representative sample of hard are.

. Demonstrate to the TRB that Security nalysis has been conducted according to the approved

R Planin that R P ycle.

Assessment of Vendor Compliance The R Plan identifies t o VS s and describes the duties of
each VS . 1l responsibilities identified in this requirement are addressed in the R Plan.

C nclusi n

S Server satisfies the Ratings aintenance Phase Program requirement.
This audit can be conducted in con unction with the T s audit.
n general, the entire test suite must be executed for each action because it is infeasible to determine with confidence

which tests could not have been a ected by the changes. f, however, the changes are limited in scope, or there are parts of the
test suite that can be shown to be una ected, a subset of the tests may be performed. The rationale for any such limitations
must be presented to the T anel.
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Chapter

auat n as a ste

This chapter describes ho the T S requirements and the TDI interpretations are satisfied by the Secure
S Server e ecuting on the OS in the evaluated configuration. The rating earned by Sybase ill be asso
ciated ith the composite T B comprising the Secure S Server and the HP U B S OS. onsequently
the requirements are considered from the perspective of the composite T B. s described throughout this
report the Secure S Server depends heavily on the OS’s security mechanisms to enforce its portion of
the composite security policy therefore the e planation of ho some requirements are met lies in ho the
evaluated OS meets the requirements. This chapter does not address the details of ho the evaluated OS
meets the T S requirements but addresses hat the Secure S Server e plicitly relies on to enforce its
portion of the policy. or details concerning the OS design and implementation see the HP U B S inal
valuation Report [ ].

.1 Discretionary Access Control

Re uiremen

TCSEC:

The T B shall define and control access bet een named users and named objects e.g. files and programs

in the DP system. The enforcement mechanism e.g. self/group/public controls access control lists

shall allo users to specify and control sharing of those objects by named individuals or defined groups of
individuals or by both and shall provide controls to limit propagation of access rights. The discretionary
access control mechanism shall either by e plicit user action or by default provide that objects are protected
from unauthorized access. These access controls shall be capable of including or e cluding access to the
granularity of a single user. ccess permission to an object by users not already possessing access permission
shall only be assigned by authorized users.

TDI:

The discretionary access control requirements apply as stated in the T S to every T B subset hose
policy includes discretionary access control of its subjects to its objects. ny T B subset hose policy does
not include such discretionary access control is e empt from this requirement.

ote that any evaluation by parts requires that at least one T subset in the T enforce a discretionary access control
policy, and thus satisfy this requirement.

arch



inal valuation Report Sybase Secure S Server

HPIR . V UTION S B SYST
Applic ble e ures

The Secure S Server enforces a Discretionary ccess ontrol D policy that controls access bet een
named users and named objects: databases tables vie s and stored procedures. Object o ners may grant
permissions to individual users groups or roles ith the GR T statement. Permissions may be granted

ith or ithout the GR T oPT O hich allo s the grantee to propagate the permission to other users.
Permissions may be removed ith the REVOKE statement. When a permission ith the GR T oPT 0 s
revoked it may be revoked ith the ¢ sc DE option that also revokes the permission from any user that

as granted by that user. When objects are created the default access is o ner only access. Permissions
may be granted to or revoked from a single user. The Database O ner DBO and the o ner of an object
are authorized to grant permissions on the object to other users.

C nclusi n

Secure S Server satisfies the B Discretionary ccess ontrol requirement.

.2 Object Reuse

Re uiremen

TCSEC:

Il authorizations to the information contained ithin a storage object shall be revoked prior to initial
assignment allocation or reallocation to a subject from the T B’s pool of unused storage objects. No
information including encrypted representations of information produced by a prior subject’s actions is to
be available to any subject that obtains access to an object that has been released back to the system.

TDI:

This requirement applies as stated in the T S to every T B subset in the T B.

Applic ble e ures

The object reuse requirement is met by the features ithin each evaluated product. The Secure S Server
T B subset provides object reuse for internal data structures that contain data visible to a Secure S
Server subject. These structures are either cleared hen allocated or over ritten ith the contents of ne
objects. The Secure S Server’s object reuse policy is discussed in page Object Reuse .

C nclusi n

Secure S Server satisfies the B Object Reuse requirement.
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. abels

Re uiremen

TCSEC:

Sensitivity labels associated ith each subject and storage object under its control e.g. process file segment
device shall be maintained by the T B. These labels shall be used as the basis for mandatory access control
decisions. In order to import non labeled data the T B shall request and receive from an authorized user
the security level of the data and all such actions shall be auditable by the T B.

TDI:

This requirement applies as stated in the T S to every T B subset hose policy includes mandatory
access control of its subjects to its objects. ny T B subset hose policy does not include such mandatory
access control is e empt from this requirement.

Applic ble e ures

The Secure S Server maintains sensitivity labels for every subject and storage object under its control.
The Secure S Server maps its internal sensitivity labels to those of the supporting operating system OS
and uses the dominance checking services of the supporting OS to support its andatory ccess ontrol
decisions. The Secure S Server sets the sensitivity label associated ith the user’s Secure S

Server session equal to that of the OS session through hich the user is communicating. ach ro includes
a sensitivity label as a protected field that cannot be modified directly by any user. In addition the system
tables that define database objects include sensitivity labels that are used for the relevant decisions.
See page abels for more detailed information on labels.

The ctbep utility can be used to import either labeled or unlabeled data from an OS archive object. In

general imported data is labeled ith the user’s os_session label regardless of hether the archive includes

sensitivity labels. Ho ever if the user possesses the bepin_labels role role ctbep ill automatically associate

sensitivity labels from the archive ith ne ly created storage object’s if the sensitivity label of every ro

being inserted into a table satisfies the follo ing rules: the ro label must be in the range minhold

maxhold of the table and the maxwrite and curread session labels must dominate the label of the ro
hich in turn must dominate the session’s minwrite.  ecution of ctbcp is an auditable event.

C nclusi n

Secure S Server satisfies the B abels requirement.
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4 abel Inte rity

Re uiremen

TCSEC:

Sensitivity labels shall accurately represent security levels of the specific subjects or objects ith hich they
are associated. When e ported by the T B sensitivity labels shall accurately and unambiguously represent
the internal labels and shall be associated ith the information being e ported.

TDI:

This requirement applies as stated in the T S to every T B subset hose policy includes mandatory
access control of its subjects to its objects. ny T B subset hose policy does not include such mandatory
access control is e empt from this requirement.

Applic ble e ures

The Secure S Server sensitivity labels represent the security levels of the subjects and objects ith

hich they are associated. The sensitivity label suite of the Secure S Server subject is derived from the
sensitivity label associated ith the user’s OS session i.e. the os_session label during the establishment
of a Secure S Server session. or single level subjects all other sensitivity labels in the suite are set
to the os_session_label. or multilevel users all other sensitivity labels in the suite are dominated by
the os_session label. Database objects are labeled at the curwrite of the subject hen created. When
e ported by the Secure S Server data is labeled ith the os_session label. Human readable sensitivity
labels associated ith each ro may be included in the body of the e ported data. These labels are trusted
at the Trusted omputing Base T B interface. The Trusted acility anual T includes direction
to administrators that the human readable representation of sensitivity labels can be no longer than 255
characters. Truncated labels are invalid and result in a Secure S Server error message.

When a user uses ctbep to e port data the ro s that are copied out are those dominated by the user’s
curread sensitivity label. If the labeled option is specified sensitivity labels are unambiguously associated

ith the information being e ported to a single level archive OS object at the user’s OS session sensitivity
label. If the labeled option is not specified the sensitivity labels are discarded before being e ported to
the single level archive.

C nclusi n

Secure S Server satisfies the B abel Integrity requirement.
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5 ortation of abeled Information

Re uiremen

TCSEC:

The T B shall designate each communication channel and 1/O device as either single level or multilevel.

ny change in this designation shall be done manually and shall be auditable by the T B. The T B
shall maintain and be able to audit any change in the current security level or levels associated ith a
communication channel or I/O device.

TDI:

This requirement applies as stated in the T S to every T B subset hose policy includes mandatory
access control of its subjects to its objects. ny T B subset hose policy does not include such mandatory
access control is e empt from this requirement.

Applic ble e ures

The Secure S Server does not have access to or control over any communication channel or input/output
devices. This requirement is satisfied by the OS T B subset and is not applicable to the Secure S Server
subset.

C nclusi n

Secure S Server satisfies the B portation of abeled Information requirement.

.6 ortation to Multile el De ices

Re uiremen

TCSEC:

When the T B e ports an object to a multilevel I/O device the sensitivity label associated ith that object
shall also be e ported and shall reside on the same physical medium as the e ported information and shall
be in the same form i.e. machine readable or human readable form . When the T B e ports or imports
an object over a multilevel communication channel the protocol used on that channel shall provide for the
unambiguous pairing bet een the sensitivity labels and the associated information that is sent or received.

TDI:

This requirement applies as stated in the T S to every T B subset hose policy includes mandatory
access control of its subjects to its objects. ny T B subset hose policy does not include such mandatory
access control is e empt from this requirement.
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Applic ble e ures

Secure S Server does not have access to or control any communication devices or I/O channels. This
requirement is satisfied by the OS and is not applicable to Secure S Server.

C nclusi n

Secure S Server satisfies the B portation to  ultilevel Devices requirement.

7 ortation to Sin le e el De ices

Re uiremen

TCSEC:

Single level I/O devices and single level communication channels are not required to maintain the sensitivity
labels of the information they process. Ho ever the T B shall include a mechanism by hich the T B and
an authorized user can reliably communicate to designate the single security level of information imported
or e ported via single level communication channels or I/O devices.

TDI:

This requirement applies as stated in the T S to every T B subset hose policy includes mandatory
access control of its subjects to its objects. ny T B subset hose policy does not include such mandatory
access control is e empt from this requirement.

Applic ble e ures

The Secure S Server e ports information to client processes at the os_session_label associated ith the
OS client process  hich dominates the level of any information that may be read by the client process.
Information e ported by the OS client process to single level I/O devices and single level communication
channels is controlled using OS capabilities even in the case of the trusted ctbep utility. Ho ever the
labeled option of the ctbep utility may be used to bind the sensitivity label of each ro to the ro on
e port such that hen imported by a multilevel user ith the bepin labels role the sensitivity label of each
ro can be automatically restored from the sensitivity label bound to the imported ro . The Secure S
Server does not e port information directly to single level I/O devices or communication channels.

C nclusi n

Secure S Server satisfies the B portation to Single evel Devices requirement.

arch



inal valuation Report Sybase Secure S Server

B IN HU NR D B OUTPUT

. abelin uman Readable Out ut

Re uiremen

TCSEC:

The DP system administrator shall be able to specify the printable label names associated ith e ported
sensitivity labels. The T B shall mark the beginning and end of all human readable paged hardcopy output
e.g. line printer output  ith human readable sensitivity labels that properly represent the sensitivity of
the output. The T B shall by default mark the top and bottom of each page of human readable paged
hardcopy output e.g. line printer output ith human readable sensitivity labels that properly represent
the overall sensitivity of the output or that properly represent the sensitivity of the information on the page.
The T B shall by default and in an appropriate manner mark other forms of human readable output e.g.
maps graphics ith human readable sensitivity labels that properly represent the sensitivity of the output.
ny override of these marking defaults shall be auditable by the T B.

TDI:

This requirement applies as stated in the T S to every T B subset hose policy includes mandatory
access control of its subjects to its objects. ny T B subset hose policy does not include such mandatory
access control is e empt from this requirement.

Applic ble e ures

The Secure S Server does not have control over any human readable output devices. This requirement is
satisfied by the OS T B subset and is not applicable to the Secure S Server subset.

C nclusi n

Secure S Server satisfies the B abeling Human Readable Output requirement.

. Mandatory Access Control

Re uiremen

TCSEC:

The T B shall enforce a mandatory access control policy over all subjects and storage objects under its
control e.g. processes files segments devices . These subjects and objects shall be assigned sensitivity
labels that are a combination of hierarchical classification levels and non hierarchical categories and the

The hierarchical classification component in human readable sensitivity labels shall be equal to the greatest hierarchical
classification of any of the information in the output that the labels refer to the non hierarchical category component shall
include all of the non hierarchical categories of the information in the output the labels refer to, but no other non hierarchical
categories.
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labels shall be used as the basis for mandatory access control decisions. The T B shall be able to support
t o or more such security levels. The follo ing requirements shall hold for all accesses bet een subjects
and objects controlled by the T B: subject can read an object only if the hierarchical classification in the
subject’s security level is greater than or equal to the hierarchical classification in the object’s security level
and the non hierarchical categories in the subject’s security level include all the non hierarchical categories
in the object’s security level. subject can rite an object only if the hierarchical classification in the
subject’s security level is less than or equal to the hierarchical classification in the object’s security level
and all the non hierarchical categories in the subject’s security level are included in the non hierarchical
categories in the object’s security level. Identification and authentication data shall be used by the T B to
authenticate the user’s identity and to ensure that the security level and authorization of subjects e ternal
to the T B that may be created to act on the behalf of the individual user are dominated by the clearance
and authorization of that user.

TDI:

This requirement applies as stated in the T S to every T B subset hose policy includes mandatory
access control of its subjects to its objects. ny T B subset hose policy does not include such mandatory
access control is e empt from this requirement.

Applic ble e ures

The Secure S Server enforces a policy bet een its subjects and storage objects under its control.
These subjects and objects are assigned sensitivity labels that are a combination of hierarchical classification
levels and non hierarchical categories. These sensitivity labels are used as the basis for mandatory access
control decisions. The Secure S Server supports the sensitivity label structure provided by the OS by
mapping each of the OS’s sensitivity labels used in a particular database into Sensitivity abel Identifier
S ID s maintained in the syslabels table hich allo s the mapping of up to 2 distinct sensitivity
labels per database. The S 1D representation of the OS sensitivity label is stored in the sensitivity column
of every table. or access control decisions the Secure S Server retrieves the object’s S ID and the
subject’s os_session_label converts them to OS format and calls the OS to make the check according to
the follo ing rules:

e subject can read an object if the hierarchical classification in its curread sensitivity label is greater
than or equal to the hierarchical classification in the object’s sensitivity label and the non hierarchical
categories in the subject’s curread sensitivity label include all the non hierarchical categories in the
object’s sensitivity label.

e subject can rite an object if the hierarchical classification in its curwrite label is less than or equal
to the hierarchical classification in the object’s sensitivity label and the non hierarchical categories in
the subject’s curread sensitivity label are included in the non hierarchical categories in the object’s
sensitivity label.

The Secure S Server identification and authentication mechanism is used to authenticate the user’s identity
and to ensure that the user’s clearance and authorization as maintained in the syslogins table dominates the
sensitivity label of the user’s OS session. The Secure S Server bases mandatory access control decisions
on the user’s OS session sensitivity label.

or single level subjects curread and curwrite equal the os_session_label.

arch



inal valuation Report Sybase Secure S Server

ID NTI' I TION ND UTH NTI TION

C nclusi n

Secure S Server satisfies the B andatory ccess ontrol requirement.

1 Identi cation and Authentication

Re uiremen

TCSEC:

The T B shall require users to identify themselves to it before beginning to perform any other actions
that the T B is e pected to mediate. urthermore the T B shall maintain authentication data that
includes information for verifying the identity of individual users e.g. pass ords as ell as information for
determining the clearance and authorizations of individual users. This data shall be used by the T B to
authenticate the user’s identity and to ensure that the security level and authorizations of subjects e ternal
to the T B that may be created to act on behalf of the individual user are dominated by the clearance and
authorization of that user. The T B shall protect authentication data so that it cannot be accessed by any
unauthorized user. The T B shall be able to enforce individual accountability by providing the capability to
uniquely identify each individual DP system user. The T B shall also provide the capability of associating
this identity ith all auditable actions taken by that individual.

TDI:

This requirement applies as stated in the T S to the entire T B. The cooperative action of the T B
subsets making up the T B must satisfy the requirement.

If the T B is composed of T B subsets one T B subset may either rely on a mechanism in another T B
subset to provide identification and authentication services or provide the services directly. Similarly that
T B subset may rely on a mechanism in another more primitive T B subset to ensure that the security level
of subjects e ternal to the T B that may be created to act on behalf of the individual user are dominated
by the clearance and authorization of that user. ach T B subset may maintain its o n identification and
authentication data or one central repository may be maintained. If each T B subset has its o n data then
the information for each individual user must be consistent among all subsets.

Applic ble e ures

The Secure S Server limits access to users  ho have already passed authentication by the OS T B and have
established a session. rom this authenticated OS session the Secure S Server requires users to provide
a user identification ID and pass ord to identify themselves to its o n identification and authentication
mechanism. The Secure S Server authentication assures that the sensitivity label of the user’s OS session
is dominated by the user’s clearance and authorization. The Secure S Server pass ords are stored in
encrypted form in the syslogins table of the master database. Only the user or the System Security Officer
SSO may modify the user’s pass ord. When the pass ord is modified the encrypted version of the ne

pass ord replaces the old encrypted pass ord in the syslogins table. Only the encrypted form of the pass ord
is available to the SSO. The Secure S Server’s D mechanism is used to prevent users other than the
SSO from changing other users’ pass ords. The user’s clearance and authorizations are maintained in the
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syslogins table  hich is maintained at Data High. The Secure S Server enforces individual accountability
by basing discretionary access control decisions on the user’s unique Server User Identity SUID . The Secure
S Server also associates the user’s unique SUID ith all auditable actions taken by the individual.

The Secure S Server maintains its identification and authentication data separately from that of the
OS. The T recommends that the Secure S Server login name be the same as the OS user name to
provide consistency bet een T B components. The T also includes a arning to the administrator to
use the sp_loc login system stored procedure to remove users from the system rather than the sp_dropuser
system stored procedure hich ould other ise allo the possibility of reusing SUIDs. This assures that
information reintroduced into a database from a dropped user via load operations cannot be accessed by a
ne user ho had acquired the SUID of the dropped user through an administrative action.

C nclusi n

Secure S Server satisfies the B Identification and uthentication requirement.

11 Audit

Re uiremen

TCSEC:

The T B shall be able to create maintain and protect from modification or unauthorized access or de
struction an audit trail of accesses to the objects it protects. The audit data shall be protected by the T B
so that read access to it is limited to those ho are authorized for audit data. The T B shall be able to
record the follo ing types of events: use of identification and authentication mechanisms introduction of
objects into a user’s address space e.g. file open program initiation deletion of objects actions taken by
computer operators and system administrators and/or system security officers and other security relevant
events. The T B shall also be able to audit any override of human readable output markings. or each
recorded event the audit record shall identify: date and time of the event user type of event and success or
failure of the event. or identification/authentication events the origin of request e.g. terminal ID shall be
included in the audit record. or events that introduce an object into a user’s address space and for object
deletion events the audit record shall include the name of the object and the object’s security level. The

DP system administrator shall be able to selectively audit the actions of any one or more users based on
individual identity and/or object security level.

TDI:

This requirement applies as stated in the T S to the entire T B. The cooperative action of the T B
subset making up the T B must satisfy the requirement.

T B subset may maintain its o n security audit log distinct from that maintained by more primitive
T B subsets or it may use an audit interface provided by a different T B subset allo ing the audit records
it generates to be processed by that T B subset.

If the T B subset uses different user identifications that a more primitive T B subset there shall be a means
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to associate audit records generated by different T B subsets for the same individual ith each other either
at the time they are generated or later.

uditable events in the case of a database management system are the individual operations initiated by
untrusted users e.g. updates retrievals and inserts not just the invocation of the database management
system. The auditing mechanism shall have the capability of auditing all mediated accesses hich are visible
to users. That is each discretionary access control decision and each mandatory access control policy decision
shall be auditable. Individual operations performed by trusted soft are if totally transparent to the user
need not be auditable. If the total audit requirement is met by the use of more than one audit log a method
of correlation must be available.

Applic ble e ures

The Secure S Server provides an audit trail that records the security relevant activities ithin the Secure
S Server  hich is only accessible to the SSO. These activities include:

ccess to database objects using TS statements
Use of security relevant system stored procedures
Use of built in functions hich make security checks and

Identification and authentication activities.

The record of these activities includes information on users and objects involved type of access attempted
hen the activity happened and hether the access checks succeeded. The SSO may selectively audit actions
involving any particular user or object and select audit records based on the security levels involved.

The audit trail provided by the Secure S Server is separate from the one provided by the OS. orrelation
of these trails must be manually done in accordance ith the T . The Secure S Server auditing
mechanisms are e plained in page udit .

C nclusi n

Secure S Server satisfies the B udit requirement.

.12 System Architecture

Re uiremen

TCSEC:

The T B shall maintain a domain for its o n e ecution that protects it from e ternal interference or
tampering e.g. by modification of its code or data structures . Resources controlled by the T B may be
a defined subset of the subjects and objects in the DP system. The T B shall maintain process isolation
through the provision of distinct address spaces under its control. The T B shall isolate the resources to be
protected so that they are subject to the access control and auditing requirements.
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TDI:

This requirement applies as stated in the T S to every T B subset ith the follo ing additional inter
pretations.

The T B must provide domains for e ecution that are allocated to and used by T B subsets according to
the subset domain condition for evaluation by parts. most primitive T B subset must provide domains
for e ecution. less primitive T B subset must make use of domains provided by a more primitive T B
subset.  less primitive T B subset may provide further e ecution domains but is not required to do so.

Similarily the T B must provide distinct address spaces for untrusted processes. most primitive T B
subset must provide address spaces for its subjects.  less primitive T B subset must make use of distinct
address space provided by a more primitive T B subset. less primitive T B subset may provide more
fine grained distinct address spaces but is not required to do so.

If the T B is composed of multiple T B subsets this requirement [for protection from tampering] applies
to each T B subset.

Applic ble e ures

The composite T B is composed of DB S and OS T B subsets. The OS T B subset maintains a domain
forits o n e ecution that protects it from e ternal interference and tampering and provides process isolation
that protects the DB S T B subset from e ternal interference and tampering. The Secure S Server
is a trusted subject of the OS and runs ith the allowmacaccess and multileveldir OS privileges. The
DB ST B subset runs in ring along ith OS trusted processes and untrusted user processes. Both the
DB S and OS T B subsets rely upon the OS process isolation mechanism. While the allowmacaccess
privilege could be used by the Secure S Server to inappropriately do ngrade information possession of
only that privilege ould not allo it to modify OS T B code. Since the OS T B is also protected by D

the Secure S Server ould need both allowmacaccess and allowdacaccess to rite to these protected
areas. The Secure S Server does not possess the allowdacaccess privilege. The S Server relies upon
OSD and mechanisms to protect its e ecutables and storage objects. The Secure S Server runs
as user sybase in the group sybase. Uni permission bits on e ecutable files are set to rwx------ . Uni
permission bits on devices and shared memory that store T B internal data structures and T B data are
set to ry—————-- . Permissions on public files are set to rw-r--r--. The Secure S Server stores its T B
internal data structures in protected system tables in system databases. Their D and protections
are described on page System rchitecture .

The Backup Server  hich performs dump and load operations is allo ed to connect only to the trusted S
Server or another Backup Server. This is enforced by setting D permissions on the BSD Named Pipes to
ryx—-————-— hich allo s access only to the administrative user authorized to e ecute the S Server and
the Backup Server. The connection is labeled at Data High.

The Secure S Server controls access to the follo ing objects: databases tables ro s vie s stored
procedures messages rules defaults and user defined datatypes. The Secure S Server isolates the
resources to be protected so that they are subject to access control and auditing requirements. This is done
by ensuring the Secure S Server resources can be accessed only through the TS  interface. When S

statements are parsed the Secure S Server keeps track of the access control checks that need to be made.
Then before e ecution the reference validation mechanism is called to make all of the and D checks
at once e cept for the checks on ro s and to generate the appropriate audit records. checks on
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ro s are made as the ro s are fetched. The Secure S Server maintains the equivalent of process isolation
by providing for the separation among the tasks running ithin the Secure S Server. ach task has a
distinct conte t that consists of variables and data structures needed by the task to e ecute.

C nclusi n

Secure S Server satisfies the B System rchitecture requirement.

1 System Inte rity

Re uiremen

TCSEC:

Hard are and/or soft are features shall be provided that can be used to periodically validate the correct
operation of the on site hard are and firm are elements of the T B.

TDI:

This requirement applies as stated in the T S to every T B subset that includes hard are or firm are.
ny T B subset that does not include hard are or firm are is e empt from this requirement.

Applic ble e wures

This requirement is not applicable to the Secure S Server and is handled by the OS.

C nclusi n

Secure S Server satisfies the B System Integrity requirement.

.14 Security estin

Re uiremen

TCSEC:

The security mechanisms of the DP system shall be tested and found to ork as claimed in the system
documentation.  team of individuals ho thoroughly understand the specific implementation of the T B
shall subject its design documentation source code and object code to thorough analysis and testing. Their
objectives shall be: to uncover all design and implementation fla s that ould permit a subject e ternal
to the T B to read change or delete data normally denied under the mandatory or discretionary security
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policy enforced by the T B as ell as to assure that no subject  ithout authorization to do so is able to
cause the T B to enter a state such that it is unable to respond to communications initiated by other users.

1l discovered fla s shall be removed or neutralized and the T B retested to demonstrate that they have
been eliminated and that ne fla s have not been introduced.

TDI:

This requirement applies asstated inthe T S to theentire T B.IfaT B consists of T B subsets meeting
the conditions for evaluation by parts the satisfaction of the requirements by each T B subset satisfies the
requirement for the entire T B. Other ise security testing of the entire T B must be performed even if
the results of testing the individual T B subsets ere available .

Applic ble e ures

Sybase provided a comprehensive set of security tests organized by T B interfaces. The evaluation team
performed test coverage analysis on Sybase’s test suites based on the Security Test Plan [ ]. Then the
evaluation team analyzed Sybase’s test procedures and canons against the Security Test Plan [ ] for
consistency and correctness. The team also specified team tests to check that the system protected itself
and the security mechanisms orked as documented. During testing at the vendor site the evaluation
team installed the Secure S Server in the evaluated configuration and ran all of the vendor test suites
against the evaluated soft are base. Then the evaluation team ran their team tests. Some minor prob
lems ere discovered both in documentation and implementation. These ere corrected and in the case of
implementation errors the system as retested.

C nclusi n

Secure S Server satisfies the B Security Testing requirement.

.15 Desi n S eci cation and erl cation

Re uiremen

TCSEC:

formal or informal model of the security policy supported by the T B shall be maintained over the life
cycle of the DP system and demonstrated to be consistent ith its a ioms.

TDI:

This requirement applies as stated in the T S toevery T B subset ith the follo ingspecific additional
interpretations.

It must be demonstrated that the security policy enforced by the composite T B is represented by the
collection of policy models for the individual T B subsets.

If the T B is composed of multiple T B subsets this requirement applies to the security policy of each
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T B subset. n informal argument that the set of policy models represents the security policy supported
by the [composite] T B must be provided.

Applic ble e ures

The Sybase Secure S L Server Informal Model [ ] describes a model of the D and security
policies of the Secure S Server and presents an argument that the model is consistent ith its a ioms. The
model addresses the security policy required of the OS and the security policy enforced by the combination
of the OS and the Secure S Server. Refer to page Informal odel for additional information.

C nclusi n

Secure S Server satisfies the B Design Specification and Verification requirement.

.16 Security eatures sers wuide

Re uiremen

TCSEC:

single summary chapter or manual in user documentation shall describe the protection mechanisms
provided by the T B guidelines on their use and ho they interact ith one another.

TDI:

This requirement applies as stated in the T S to every T B subset in the T B. This collection of guides
must include descriptions of every T B subset in the T B and e plicit cross references to other related user’s
guides to other T B subsets as required. In addition interactions bet een mechanisms ithin different T B
subsets must be clearly described.

Applic ble e ures

The Sybase Secure S L Server Security Features User s Guide [2 ] is intended for an audience of
non administrative users and provides a description of the security features available to them ithin the
Secure S Server.

The preface clearly describes the conventions used ithin the document and provides a list of other relevant
manuals ith a description of each. hapter Introduction to Security in Secure S Server provides
an introduction to the security features of the Secure S Server familiarizing the reader ith some of
the concepts.  hapter 2 ogging into Secure S Server discusses login accounts group membership
pass ord management and ho tologon tothe Secure S Server. hapter andatory ccess ontrols

describes the ithin the Secure S Server and ho it affects the creation and querying of databases
and database objects. hapter Roles in Secure S Server describes the administrative and o nership
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roles that e ist ithinthe Secure S Server. hapter 5 ranting Permissions on Objects and ommands
provides a description of the D mechanism ithin the Secure S Server and provides e amples on the
use of the GR T and REVOKE commands to control the follo ing permissions:

reate databases

reate objects ithin a database
ccess tables vie s columns and
ecute stored procedures.

hapter Importing and  porting Data ith bcp provides a description of the use of the ctbep utility
program and ho to import and e port both labeled and unlabeled data to or from the Secure S Server
in the case of both single level and multilevel tables.

C nclusi n

Secure S Server satisfies the B Security eatures User’s uide requirement.

A7 rusted acility Manual

Re uiremen

TCSEC:

manual addressed to the DP system administrator shall present cautions about functions and privileges
that should be controlled hen running a secure facility. The procedures for e amining and maintaining
the audit files as ell as the detailed audit record structure for each type of audit event shall be given.
The manual shall describe the operator and administrator functions related to security to include changing
the security characteristics of a user. It shall provide guidelines on the consistent and effective use of the
protection features of the system ho they interact ho to securely generate a ne T B and facility
procedures  arnings and privileges that need to be controlled in order to operate the facility in a secure
manner.

TDI:
This requirement applies as stated in the T S to the T B and to every T B subset in the T B.

This requirement can be met by providing a set of manuals one for each distinct non replicated T B
subset. ach manual shall address the functions and privileges to be controlled for the associated T B
subset. dditionally it must clearly sho the interfaces to and the interaction ith more primitive T B
subsets. The manual for each T B subset shall identify the functions and privileges of the T B subsets
on hich the associated T B subset depends. Iso the T B subset’s manual shall identify hich if any
configuration options of the more primitive T B subsets are to be used for the composite T B to operate
securely.

ny pre defined roles supported e.g. database administrator by the T B subset shall be addressed.
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The means for correlating multiple audit logs and synonymous user identifications from multiple T B subsets
if such e ist shall also be addressed.

The trusted facility manual shall describe the composite T B so that the interactions among the T B
subsets can be readily determined. Other manuals may be referenced in this determination. The manuals
that address the distinct modules of the T B and the generation of the T B need to be integrated ith the
other trusted facility manuals only to the e tent that they are affected by the use and operation versus the
development of the composite T B.

Applic ble e wures

The T for this product is composed of three documents: Sybase Secure S L Server Security
Administration Guide [2 | Sybase Secure S L Server System Administration Guide [2 ] and
Sybase Secure S L Server Installation and Con guration Guide [2 ]. These three documents
describe the four administrative roles required to manage the Secure S Server. The T begins ith an
introduction to overall security features to security administration and to

The SSO functions described are administration of the audit trail granting of the bcpin labels role and
Operator roles certifying objects and configuring sensitivity labels for login accounts. S  duties described
include the installation of the Secure S Server management of user groups creation of user databases
maintenance of the D policy and management of disk storage. The Operator is permitted to back up
and restore databases on a Server ide basis and procedures for performing these functions are described.
The process of importing labeled data is described for the user ith the bepin_labels_role.

The T also describes ho to install the Secure S Server in the evaluated configuration. Descriptions of
audit events audit records audit trail reduction tools and audit correlation ith the OS are also provided.
C nclusi n

Secure S Server satisfies the B Trusted acility anual requirement.

.1 est Documentation

Re uiremen

TCSEC:

The system developer shall provide to the evaluators a document that describes the test plan test procedures
that sho ho the security mechanisms ere tested and results of the security mechanisms’ functional
testing.

TDI:

This requirement applies as stated in the T S to the composite T B.

arch



inal valuation Report Sybase Secure S Server

HPIR . V UTION S B SYST
Applic ble e ures

The Secure S Server test documentation is based on the Process Action Team PAT Guidance
orking Group PG G Form and Content of Vendor Test Documentation [ 2]. Sybase’s test
documentation consists of a Security Test Plan [ ] and Test Suites.

The Security Test Plan [ ] interprets and e pands the T S requirements in terms of Secure S
Server’s policies and mechanisms and analyzes all of the T B interfaces for security relevance. The Security
Test Plan [ ] also provides High evel Test Plans for each security relevant T B interface that include
Test ssertions and Test ase Tables. The team performed Test overage nalysis based on the Security
Test Plan [ ].

The test suites follo the organization of the Security Test Plan [ ]. There is one test suite for each Test

ase Table in the High evel Test Plans. There is one test script for each test case in addition to a setup
and cleanup test script in each test suite. The test suites can be e ecuted independently. There is also a
test driver that can automatically e ecute a list of test suites.

The test suite files are organized by test suite. There is a Uni directory for each test suite. Within this
directory there are subdirectories containing source files e pected test results called 2 and B canons
output files containing actual results and diff files containing the differences bet een the canons and the
actual results. Before testing the team analyzed the source files and canons against the Security Test
Plan [ ] for correctness and consistency. During testing the team also e amined the actual test results
and the files containing the differences bet een the e pected and actual test results.

C nclusi n

Secure S Server satisfies the B Test Documentation requirement.

.1 Desi n Documentation

Re uiremen

TCSEC:

Documentation shall be available that provides a description of the manufacturer’s philosophy of protection
and an e planation of ho this philosophy is translated into the T B. If the T B is composed of distinct
modules the interfaces bet een these modules shall be described. n informal or formal description of the
security policy model enforced by the T B shall be available and an e planation provided to sho that it is
sufficient to enforce the security policy. The specific T B protection mechanisms shall be identified and an
e planation given to sho that they satisfy the model.

TDI:

This requirement applies as stated in the T S to the composite T B. If the T B is composed of multiple
subsets this requirement [for module interfaces] applies to each T B subset and the interfaces bet een
T B subsets. If the T B is composed of multiple subsets this requirement [for identification of protection
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mechanisms] applies to each T B subset and shall include the protection mechanisms hich support the
conditions for T B subset structure and separate subset domains.

Applic ble e ures

The Sybase Secure S L Server High Level Design Document [ ] is organized into three parts:
the Philosophy of Protection T B Interfaces and the rchitecture Summary Document. Sybase provides a
detailed discussion of the system security policy in the Sybase Secure S L Server Informal Model [ ].
This document discusses the ommon Security odel the odel Interpretation for the Secure S Server
the odel Interpretation for the HP U B S OS and the ombined odel for the OS and the database. 1l
documents ere developed in accordance ith the Process Action Team PAT Guidance orking
Group PG G Form and Content of Vendor Design Documentation [ ]. Pointers throughout
the High evel Design Document provide a reference to o evel Detailed Design information.

The Philosophy of Protection for the Secure S Server describes the security policy and the security features
of the Secure S Server. Included in this description are the definition of the T B T B interface and
T B protected resources. The Server T B subset security policy additional T B protection mechanisms
the composite T B and assurances are also described. 11 OS specific information is documented in the
Philosophy of Protection.

The T B Interfaces section provides a detailed description of the T B interfaces. The TDS Protocol
mechanism is discussed including: Tabular Data Stream TDS Requests and Protocol Data Units PDUs
Token Oriented Requests and Tokenless Requests  ogin and Interrupting a Request. inally descriptions
of the ctisql and ctbcp administrative interfaces are provided.

The rchitecture Summary Document is divided into five chapters. hapter System Overvie provides
an introduction to the Secure S Server Backup Server system stored procedures and client. hapter
2 Kernel ayer describes ngines Tasks emory anagement Net ork and Disk I/O DB S essage
Passing echanism and System Startup and Shutdo n. hapter Transact S ompilationand  ecu
tion discusses tree and data structures TDS ngine Parser Sequencer ompilation Phase and  ecution.

hapter Disk anagement describes Device Data and Page anagement. hapter 5 Internal Server
Services introduces the various Resource anagers T B Tasks Transaction anagement ogging and
Recovery and related data structures for Resource anagers. hapter Backup Server provides an
overvie of the architecture and discusses onnection anagement Remote Procedure alls RP s Data

anagement and Backup Server Tasks. hapter System Stored Procedures describes the D and

Policies  ertified Stored Procedures and Triggers and Security ttributes.

Other related documents referenced e tensively are:

Sybase S L Server and Secure S L Server Design Documentation Volume 2: Low Level De
tailed Design [2 ]

Sybase S L Server and Secure S L Server Rating Maintenance Plan [2 ]
Sybase S L Server and Secure S L Server Security Test Plan [22]

Sybase Secure S L Server Reference Manual Volume 1: Commands Functions and Topics

(2]

Sybase Secure S L Server Reference Manual Volume 2: System Stored Procedures and Cat
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alog Stored Procedures [25]
Sybase Secure S L Server Security Feature s User s Guide [2 ]
Sybase Secure S L Server Trusted Facility Manual [2 ]
Sybase Open Server Server Library/C Reference Manual [ ]

Sybase Open Client Client Library/C Reference Manual | |

TDS Release 5. Functional Speci cation Version 3. [ ]

C nclusi n

Secure S Server satisfies the B Design Documentation requirement.

2 Ratin s Maintenance hase ro ram

Re uiremen

The vendor shall have in place procedures mechanisms tools and personnel that comply ith the follo ing
Rating aintenance Phase R P program requirements for the Trusted Product valuation Program as
specified in Rating Maintenance hase rogram Document N S T Version 2 arch 5. Note
that the definitions in hapter of N S T apply to all statements of R P requirements.

¢ Requirements for Con guration Items

onfiguration items shall be identified by the vendor in an NS approved R Plan and shall encom
pass:

. The components or subsystems including soft are source and object code that comprise the
Trusted omputing Base T B .

2. ny hard are and/or soft are features that are used to periodically validate the correct operation
of the T B in satisfaction of the System Integrity requirement.

. The informal or formal model of the security policy at the B evaluation class .
. The Security eatures User’s uide S U
5. The Trusted acility anual T

. The test plan the test procedures that sho ho the security mechanisms ere tested and the
e pected results of the security mechanisms’ functional testing and related test documentation.

. The design documentation.

. The R Plan.

Assessment of Vendor Compliance Sybase has identified the follo ing as configuration item I s:

e Operating System Hard are Soft are and Documentation

arch



inal valuation Report Sybase Secure S

2. R TIN S INT N N PH S PRO

Source ode including all S Server directories files and makefile
Test Scripts
Philosphy of Protection
Ratings aintenance Plan
Design Specifications
Informal Security Policy odel
Soft are Test Plans
Test Procedures

uidance on Security nalysis
Sybase oding Standards
Security eatures User’s uide and
Trusted acility anual.

¢ Requirements for RAMP Evidence
or each change R P vidence shall include the follo ing:

description of the change.
2. The issues and conclusions of the Security nalysis.
. Identification of the Is affected.
. The status of the changes to the Is e.g. being implemented or completed .

Server

R

Assessment of Vendor Compliance The R Plan provides a list of the evidence to be provided

during a R P action. 1l necessary requirements are identified. Information ill come fro
Bug Tracking System BTS  ngineering hange Orders Os and revie notes. The BTS

m the
stores

change request information. The security analysis and list of modified 1Is ill be obtained from the

O information.

¢ Requirements for the Rating Maintenance Plan
The R Plan shall include the follo ing:

. Identification of the VS s and the R O including their corporate position.

2. The division of technical responsibilities among VS s if more than one .
. The original date of approval of the R Plan and the dates of all approved changes.
. The policies and procedures for Security nalysis.

5. The procedures for complying ith applicable interpretations.

. The policy for using emergency procedures for correcting errors and for incorporating these cor

rections in subsequent scheduled product releases.

convincing argument to sho that the described mechanisms procedures and tools are sufficient
to address all changes to the product including ne features bug fi es and changes to satisfy

pplicable Requirements.
. The procedures for a VS performed R P udit.
. The procedures for R Plan maintenance.

list of all Is.

. The rationale for the chosen granularity of Is.
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2. description of the format of the R P vidence.

Il updates necessary to reflect corrective measures taken after a R~ P process failure e.g.
failure to follo or error in follo ing the R Plan if one has occurred.

Assessment of Vendor Compliance Sybase has provided an R Plan that addresses each specified
area. The R Plan has a chapter for each identified requirement.
¢ Requirements for the Rating Maintenance Report

ach R R shall include the follo ing:

summary identifying each change that has been made since the previous evaluated release of
the R P Product.

2. description of all security relevant changes and the Security nalysis of those changes.
description of ho the R P Product meets the pplicable Requirements.
. Identification of all tools used for generating Is.

5. The internal procedures used for restoring the R P process if the R~ P ycle covered by the
R R included a process failure. The description of the internal procedures must include:

The nature of the failure
The Security nalysis conducted to establish corrective measures and verify product trust

stablishment of the missing trail of evidence linking the evaluated product to the R P
Product.

. Results of the VS conducted R P udit.

Assessment of Vendor Compliance The R Plan provides an e ample R R that identifies all
information that ill bein an R R duringa R P action. The e ample R R and the surrounding
te t address this requirement completely.

¢ Requirements for the Responsible Corporate O cer

The Responsible orporate Officer or if the R O has designated a VBPO to act on behalf of the
R O the VBPO shall:

1 ays be identified hile the vendor is participating in R P and shall be responsible for the
overall management of the vendor’s R P effort.

2. Identify at least one VS at all times hile rating maintenance actions are under ay.

. Be responsible for submitting a proposed R Plan during the initial evaluation and shall obtain
approval of the R Plan before entering the ormal valuation Phase.

nsure that all subsequent changes to the R Plan to reflect all changes made in the vendor’s
implementation of the ratings maintenance process are submitted to the NS for approval.

5. Sign the cover letter of the proposed R Plan.
. Sign the cover letter of the R R.
nsure that any requested R~ P udit is conducted promptly follo ing the request.

. Be responsible for submitting as directed by the TPO  copies of the follo ing materials at least
four eeks in advance of the scheduled R P TRB:

The R R
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The NS approved R Plan
The Updated inal valuation Report R
The proposed product description for the P .

Assessment of Vendor Compliance Sybase has identified a Responsible orporate Officer R O .
The duties of the identified personnel are e plained in the R Plan. The R O duties listed in the
R Plan include all of the responsibilities listed in the R P Program Document [ ].

¢ Requirements for Security Analysis

Security nalysis shall include the follo ing:

amining changes to the R P Product for security relevance including analyzing the effects
on the T B.

2. Revie ing the design of approved changes.

nsuring that the R~ P Product is adequately tested including ensuring adequate test coverage
through modification of the tests as necessary.

nsuring that all documentation needed to sho compliance ith the pplicable Requirements
including design and user documentation is updated consistently to reflect all changes to the
T B.

change shall be considered to affect the T B if it alters code or documentation ithin the identified
T B boundary changes the T B boundary augments the T B or indirectly affects the function of
T B elements.

change shall be considered security relevant if it directly affects any mechanism implementing iden
tified security policies e.g. discretionary access control D object reuse T B isolation or if it
directly affects the maintenance of security data.

Security nalysis shall encompass cumulative effects involving all I changes. or e ample t o oth
er ise acceptable changes may conflict in terms of security because one assumes conditions that no
longer hold given the other change. Security nalysis shall also consider the effects of interrelation
ships among the security features of the R P Product.

Assessment of Vendor Compliance The R Plan describes ho security analysis is performed. In
some cases the product developers are responsible for perfoming the initial security analysis and a VS
approves the analysis. Ho ever in all cases a VS isresponsible for the analysis see page Rating

aintenance Phase for more details on security analysis . Security analysis results are managed using
the learcase tool.

e Requirements for Vendor Security Analyst s

Vendor Security nalyst shall:

. Successfully complete the NS training program for VS s i.e. the VS lass .

2. Deliver the vendor’s uarterly Status Reports  SRs to the vendor forum on the required sched
ule.

onduct supervise or monitor all Security nalysis tasks according to the approved R Plan.

. Revie the Security nalysis prior to the submission of the R R for the rating maintenance
action.
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5. onduct an initial R P udit prior to the original evaluation team’s testing of the T B. The
results of this initial R~ P udit must be provided to the evaluation team.

onduct at least one R~ P udit foreach R P ycle. The results of the R P udit must
be included in the ne t quarterly status report follo ingthe R P udit.

nsure that before the R R is submitted the relevant parts of the entire security functional
test suite used in the original evaluation as updated during the R P ycle are successfully
e ecuted on a representative sample of hard are.

. Demonstrate to the TRB that Security nalysis has been conducted according to the approved
R Planin that R P ycle.

Assessment of Vendor Compliance The R Plan identifies t o Vendor Security nalyst VS s
and describes the duties of each VS . 1l responsibilities identified in this requirement are addressed
in the R Plan.

C nclusi n

Secure S Server satisfies the Ratings aintenance Phase Program requirement.
This audit can be conducted in con unction with the T s audit.
n general, the entire test suite must be executed for each action because it is infeasible to determine with confidence

which tests could not have been a ected by the changes. f, however, the changes are limited in scope, or there are parts of the
test suite that can be shown to be una ected, a subset of the tests may be performed. The rationale for any such limitations
must be presented to the T anel.
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eatures e n C an

The Sybase S Server and Sybase S Server provide certain features hich go beyond that hich is
necessary for a 2 or B rating. These features have been e amined during the evaluation and the findings
are documented belo . It must be stressed that these features have been analyzed as part of this 2/B

evaluation. Therefore the assurances credited to these features cannot e ceed those foundin 2/B products.

1 rusted acility Mana ement

Re uiremen

TCSEC:
The T B shall support separate Operator and dministrator functions.
TDI:

This requirement applies as stated in the T S to the entire T B. ny operator or administrator
functions intrinsic to an individual T B subset must be supported by that T B subset or by a more primitive
T B subset.

Applic ble e ures

The Server provides the functions necessary for B2 Trusted acility anagement. The Server has four
distinct roles for performing administrative functions: the System Security Officer System dministrator
S Operator and the bepin_labels_role. The S performs Server ide system administration functions
such as managing disk storage and installing the Server. The SSO is responsible for Server ide security
related functions such as creating and maintaining login accounts. The Operator role is responsible for
operator tasks hich include database backup and restore. The bepin_labels_role is assigned to the user ho
imports labeled data into e isting tables and is only present in the Secure S Server.

C nclusi n

Both the Sybase S Server and Sybase Secure S Server satisfy the B2 Trusted acility anagement
requirement.
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auat rs C ents

1 .1 Multile el sers

ultilevel users are permitted to operate over a range of sensitivity labels. Ho ever the multilevels users

are constrained by their range of sensitivity labels. The team feels this implementation is better than
traditional implementations that permit users to be completely e empt.
1.2 ass ord ncry tion and ey Mana ement

s part of the login procedure the user may request pass ord encryption. In this case the Server transmits
a key in clearte t that is used to encrypt the pass ord for transmission back to the Server. The Server uses
the same key to decrypt the pass ord then a different key to re encrypt the pass ord before comparison

ith the encrypted pass ord stored in the syslogins table of the master database. Because the same key is
used both to encrypt and decrypt the pass ord and because the key is transmitted in the clear this option
provides minimal increased protection.

1. olyinstantiation

The Secure S Server provides additional features to limit the potential for high level users to cause the
sensitivity label of lo er level data to float to the higher level during update operations. SERT  hich uses
write access is blind and may therefore cause inadvertant polyinstantiation. Ho ever UPD TE  hich
uses modify access is restricted in standard update mode so that curread dominates the sensitivity label
of each candidate ro and only those candidate ro s at curwrite can be updated. Users that have been
provided by the SSO ith multilevel session capabilities can change the label of ro s dominated by their
curread to their curwrite sensitivity label using reclassify update mode. These users can also update ro s
over a range dominated by their curread and that dominates their curwrite using over_range update mode.
inally the Secure S Server automatically augments any primary key ith the sensitivity label of the ro
to preserve key uniqueness.

1 .4 Conformance

Sybase chose to follo the documentation guidelines of both the Process Action Team PAT Guid
ance orking Group PG G Form and Content of Vendor Test Documentation and Design
Documentation| 2|[ ]. The team felt that the documents aided substantially in the team’s understanding

arch



inal valuation Report Sybase Secure S Server

HPTR . V UTORS O NTS

of the product. The Sybase High evel Design Document provided a good overvie of the architecture
interfaces and security policy. The Sybase Test Plan follo ed the P W guidance and the team felt the
indetification of the tests at the interface level made test coverage analysis easier faster and more complete.

1.5 ass ords on Command 1ne

The TDS login request may be initiated by either administrative i.e. trusted utilities or by user soft are.
Both the ctisql and ctbcep utilities  hich are included as administrative utilities include a p flag that
permits the user’s pass ord to be transmitted across the interface in the clear. Ho ever the Trusted

acility  anual prohibits the use of this option by administrative users. When the ctisql utility is used by
untrusted users it is not included as part of the T B. Thus use of the p option by untrusted users hile
clearly a potential security concern is not an issue that violates T S requirements.

1 .6 Manual Correlation of OS and Sybase Audit o s

The audit trail provided by the S Server and the Secure S Server are separate from the audit trail
provided by the underlying OS. In fact the Sybase Servers do not run ith the necessary privilege to rite
to the OS audit trail and therefore only system calls made by the Server are ritten to the OS audit trail.

The T s of both the S Server and the Secure S Server address manual correlation of audit trails.
The T for each product suggests that Server login names be made the same as OS login names for ease
of correlation. If this is not done the SSO is directed to maintain a mapping of OS login names to Server
login names and to maintain the mapping by hand. This is necessary because the Server audit records
do not contain the OS login name. During testing the team tried manual correlation of the audit trails.
The timestamps on both OS and Sybase audit trails as at too large a granularity to ensure correlation by
timestamp alone. The team found that manual correlation of the audit trails could not be done ithout the
mapping of login names suggested by the T . Since there is no ay to verify the mapping at the time of
audit certifiers and accreditors should be a are that correlation of audit trails may not provide irrefutable
evidence of user activity as the audit trail correlation may support more than one interpretation of Sybase
to OS user login mapping.

1.7 ass ord Mana ement

The S Server and Secure S Server features a system ide pass ord e piration configuration parameter
that forces all S Server and Secure S Server users to change their pass ords based on an established
pass ord e piration interval. Sybase indicates using the system ide pass ord e piration configuration
parameter is an option and stresses the importance of users changing their pass ords from time to time.
Sybase does not support random machine generated pass ords.

The S Server and Secure S Server seems to meet the pass ord requirements defined in the De

partment of Defense Password Management Guideline CSC STD 2 5  ith the e ception of
implementing machine generated pass ords and generation of audit information e.g. date and time of last
login . Sybase allo s a user to change pass ords at any time ith the sp_password system stored procedure.
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Sybase provides guidelines for selecting pass ords in the Sybase S L Server Security Features User s
Guide and the Sybase Secure S L Server Security Features User s Guide.
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Appen A

a uate t are C p nents

A.1 O eratin System

The operating system platform for S Server and Secure S Serveris HPU B S . . The configu
rations that include all T B hard are and soft are that is included in this product are specified in Final
Evaluation Report Hewlett Packard HP U BLS . [ ]

A.2 aluated Sybase Com onents

The complete list of all soft are for the evaluated Sybase S Server ersion . . and Sybase Secure S
Server ersion . . Secure S Server Products for HP U B S consists of version . . of both the
Sybase S Server and Secure S Server. This product is available as Server Product
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Appen C

[]

raph an e ererces
Bell . .and aPadula .J. Secure omputer System: Unified position and ultics nterpreta
tion T 2 evision arch

Department of Defense Trusted Computer System Evaluation Criteria O 2 .2 ST
ecember

Final Evaluation Report Hewlett Packard HP U BLS . He lett Packard orp. S
P / 2 pril

Information Technology Database Language S L H2 2 merican ational Standards
nstitute S 2.

Open Client DB Library/C Reference Manual 2 ugust

Open Client and Open Server Common Libraries Reference Manual 2 u

gust

Open Client Library/C Programmer s Guide ugust

Open Client Library/C Reference Manual 2 ugust

Open Client/Server uick Reference Guide pril 2

Open Server Server Library/C Reference Manual ecember

PAT Guidance orking Group Form and Content of Vendor Design Documentation
ational omputer Security enter ay

PAT Guidance orking Group Form and Content of Vendor Test Documentation ational
omputer Security enter  ay

Rating Maintenance Phase Program Document ational omputer Security enter  arch

Secure S L Server Utility Programs for UNI 2 2 July 2
S L Server Reference Manual 2 2 October 2

S L Server and Secure S L Server Design Documentation Volume 2: Low Level Design
TS L Commands June

S L Server and Secure S L Server Release 11. .6 Security Test Plan September 2
Sybase System 1 Secure S L Server Informal Model elease . July

Sybase System 11. .6 S L Server and Secure S L Server Design Documentation Volume
1: High Level Design elease . October 2
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[2 ] Sybase System 1 S L Server and Secure S L Server Design Documentation Volume 2:
Low Level Design June

[2 ] Sybase System 1 S L Server and Secure S L Server Ratings Maintenance Plan elease
October

[22] Sybase System 11. .6 S L Server and Secure S L Server Security Test Plan elease
October

[2 ] Sybase Secure S L Server Installation and Con guration Guide for HP U BLS
October

[2 ] Sybase Secure S L Server Reference Manual Volume 1: Commands Functions and
Topics 2 2 July 2

[2 ] Sybase Secure S L Server Reference Manual Volume 2: System Stored Procedures and

Catalog Stored Procedures 2 2 July 2

[2 ] Sybase Secure S L Server Security Administration Guide ecember

[2 ] Sybase Secure S L Server Security Features User s Guide 2 ecember

[2 ] Sybase Secure S L Server System Administration Guide ebruary

[2 ] Sybase Secure S L Server Transact S L User s Guide 2 July 2

[ ] Sybase S L Server Performance and Tuning Guide 2 October 2

[ ] Sybase S L Server Reference Supplement October 2

[ 2] Sybase S L Server Security Administration Guide ebruary

[ ] Sybase S L Server Security Features User s Guide 2 ecember

[ ] Sybase S L Server System Administration Guide 2 ebruary

[ ] Sybase S L Server Installation and Con guration Guide for HP U BLS . 2 2

October

[ ] Sybase S L Server Transact S L User s Guide 2 October 2

[ ] Sybase S L Server Utility Programs for Trusted Operating Systems 2 ebru
ary

[ ] TDS Release 5. Functional Speci cation ersion

[ ] Trusted Database Management System Interpretation of the Trusted Computer System
Evaluation Criteria S T 2 ersion pril
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